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Abstract

Configuration integer programs (IP) have been key in the design of algorithms for NP-hard high-multiplicity problems since the pioneering work of Gilmore and Gomory [Oper. Res., 1961]. Configuration IPs have one variable for each possible configuration, which describes a placement of items into a location, and whose value corresponds to the number of locations with that placement. In high multiplicity problems items come in types, and are represented succinctly by a vector of multiplicities; solving the configuration IP then amounts to deciding whether the input vector of multiplicities of items of each type can be decomposed into a given number of configurations.

We make this typically implicit notion explicit by observing that the set of all input vectors which can be decomposed into configurations forms a monoid of configurations, and the problem corresponding to solving the configuration IP is the MONOID DECOMPOSITION problem. Then, motivated by applications, we enrich this problem in two ways. First, in certain problems each configuration additionally has an objective value, and the problem becomes an optimization problem of finding a “best” decomposition under the given objective. Second, there are often different types of configurations derived from different types of locations. The resulting problem is then to optimize over decompositions of the input multiplicity vector into configurations of several types, and we call it MULTITYPE INTEGER MONOID OPTIMIZATION, or simply MIMO.

We develop fast exact (exponential-time) algorithms for various MIMO with few or many location types and with various objectives. Our algorithms build on a novel proximity theorem which connects the solutions of a certain configuration IP to those of its continuous relaxation. We then cast several fundamental scheduling and bin packing problems as MIMOs, and thereby obtain new or substantially faster algorithms for them.

We complement our positive algorithmic results by hardness results which show that, under common complexity assumptions, the algorithms cannot be extended into more relaxed regimes.
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1 Introduction

In this paper we introduce a very general polyhedral optimization problem related to configuration integer programs (IPs), such as those which often appear in the design of algorithms for scheduling, packing, facility location, and other problems.

For motivation and illustration, consider the makespan minimization on identical machines problem (also denoted \(P||C_{\text{max}}\) \cite{42}). There, we have \(m\) identical machines and \(n\) jobs of sizes \(p_1, \ldots, p_n \in \mathbb{N}\), and the goal is to assign jobs to machines such that the maximum total size of jobs at each machine, the makespan, is minimized. A natural input encoding does not list the job sizes one by one; rather, the \(n\) jobs are classified into \(d \leq n\) job types and the input specifies the size \(p_j \in \mathbb{N}\) and the number \(n_j\) of jobs of type \(j\). The so-called high multiplicity encoding \cite{29} thus gives a size vector \(p = (p_1, \ldots, p_d)\) and a multiplicity vector \(n = (n_1, \ldots, n_d)\) with \(\|n\|_1 = n_1 + \cdots + n_d = n\).

Observe now that, for any schedule, considering a single machine defines a vector \(p_i\) and the makespan \(p_i\) is \(\lfloor n_i \tau \rfloor\) being the number of machines of type \(i\) and \(\tau\) the multiplicity vector \(\tau\) and the number \(N\) of configurations of size at most \(T\). Let \(C_T = \{x \in \mathbb{N}^d \mid px \leq T\}\) denote the set of configurations of size at most \(T\). Then, deciding whether the given instance admits a schedule of makespan at most \(T\) amounts to deciding whether \(n\) can be written as a sum of \(m\) configurations from \(C_T\), i.e., \(n = \sum_{i=1}^{m} x^i\), with \(x^i \in C_T\) for all \(i = 1, \ldots, m\). Viewed as an instance of Integer Programming, we have an integral variable \(\lambda_x \in \mathbb{N}\) for each configuration \(x \in C_T\), and we ask for a solution with \(\sum_{x \in C_T} \lambda_x = m\) and \(\sum_{x \in C_T} \lambda_x \cdot x = n\). This formulation is called the configuration IP.

Our starting point is the set \(M(C_T, m) = \left\{ \sum_{x \in C_T} \lambda_x x \mid \sum_{x \in C_T} \lambda_x = m, \lambda \in \mathbb{N}^{C_T} \right\}\), which we call the \(m\)-monoid of \(C_T\). The corresponding problem becomes deciding whether \(n \in M(C_T, m)\), and we call it the MONOID DECOMPOSITION problem. However, it is not rich enough to encode many other relevant problems. Consider the minimum sum of weighted completion times on uniformly related machines scheduling problem, or \(Q||\sum w_j C_j\) in the standard notation \cite{42}. There, each machine \(i\) has a rational speed \(s_i \in (0, 1]\) and the time to process a job of type \(j\) on machine \(i\) is \(p_j/s_i\). Again, taking the high multiplicity perspective makes it natural to deal with \(\tau\) machine types with \(\mu^i\) being the number of machines of type \(i\), where machines of a common type have a common speed. Moreover, each job has a weight \(w_j \in \mathbb{N}\). The time a job \(j\) finishes is called its completion time \(C_j\), and the goal is to minimize \(\sum w_j C_j\), where the sum ranges over all jobs.

In order to approach this problem from the perspective of monoid decomposition, we will enrich our model in two ways. First, we introduce different types of configurations \((C_T's)\) which correspond to the different types of machines. Second, each configuration now has a certain cost corresponding to the contribution of a given machine to the total cost of a schedule. The problem then becomes finding a decomposition of the input multiplicity vector \(n\) into configurations (if it exists) such that \(a)\) for all \(i\) there are exactly \(\mu^i\) configurations of type \(i\), and \(b)\) the total cost of all configurations is minimized. In conclusion, we study the following problem:
Multitype Integer Monoid Optimization (MIMO)

**Input:** Dimension $d \in \mathbb{N}$, sets $X^1, \ldots, X^r \subseteq \mathbb{Z}^d$, objective functions $f^1, \ldots, f^r : \mathbb{Z}^d \to \mathbb{Z}$, numbers $\mu^1, \ldots, \mu^r \in \mathbb{N}$, and a target vector $n \in \mathbb{Z}^d$.

**Find:**
\[
\min \left\{ \sum_{i=1}^r \sum_{x \in X^i} f^i(x) \cdot \lambda^i_x \mid \sum_{i=1}^r \sum_{x \in X^i} x \cdot \lambda^i_x = n, \sum_{x \in X^i} \lambda^i_x = \mu^i, \lambda^i_x \in \mathbb{N} \forall x \in X^i \forall i \in \{1, \ldots, r\} \right\}.
\]

Parameterized Complexity. We are dealing with NP-hard problems; thus, we are interested in tractable special cases, whose superpolynomial dependence on the input is confined to some small parameter. A natural framework for our study is the theory of Parameterized Complexity: a typical input of a scheduling problem (and consequently our MIMO problem) has many natural parameters, such as the numbers of job types, machine types, the largest size, or, more generally, the description complexity of the set of configurations (i.e., the number of necessary linear inequalities and additional variables, or size of coefficients). Let $I$ be an instance and $p$ be its parameter. In parameterized complexity, we aim to obtain algorithms with run time $\phi(p) \cdot |I|^{O(1)}$ for some computable function $\phi$, called fixed-parameter algorithms (or FPT algorithms). In the case when the existence of an FPT algorithm with parameter $p$ is unlikely, we show the problem to be $\text{W}[1]$-hard parameterized by $p$. For further background on parameterized complexity, we refer to the textbook of Cygan et al. [10].

1.1 Our contributions

Our contribution is two-fold. First, we study the MIMO problem and provide several fixed-parameter algorithms and hardness results, delineating the complexity landscape with regard to the most natural parameters. Second, to showcase the usefulness and versatility of our approach, we apply our algorithms to high multiplicity problems in scheduling, bin packing, and surfing, a general model of facility location and multicommodity flows. Our main focus is on scheduling problems, where we show how to model several fundamental scheduling problems as MIMO, and by applying the presented algorithms for solving MIMO we obtain fast fixed-parameter algorithms for these scheduling problems.

1.1.1 Complexity of MIMO

We postpone the precise definitions and give informal statements of our main results. Typically, the sets $X^1, \ldots, X^r$ are represented succinctly as (projections of) integer points of polyhedra, as in the example of $P \mid C_{\text{max}}$ when $C_T = \{x \in \mathbb{N}^d \mid px \leq T\}$. Thus, we let $\|X\|_{\infty}$ denote the largest coefficient in such a representation of the sets $X^i$. In the example above we have $\|X\|_{\infty} = \|p\|_{\infty} = p_{\text{max}}$, that is, the largest size. By $\langle \cdot \rangle$ we denote the binary encoding length of numbers; for vectors and matrices it means the total encoding length. A function $f : \mathbb{Z}^d \to \mathbb{Z}$ is separable convex if it is possible to write $f(x) = \sum_{i=1}^d f_i(x_i)$, where each $f_i : \mathbb{Z} \to \mathbb{Z}$ is convex, and $f$ is fixed-charge if there is a constant $c \in \mathbb{N}$ for which $f(x) = c$ for every non-zero $x$ and $f(0) = 0$. The fixed-charge objective is useful in modeling bin packing-type problems, where opening a new bin incurs a fixed cost.

**Theorem 1** (informal). There is an algorithm that solves any succinctly represented MIMO system $S = (d, X^1, \ldots, X^r, f^1, \ldots, f^r, \mu^1, \ldots, \mu^r, n)$ with the largest coefficient $\|X\|_{\infty}$ and $N = \sum_{i=1}^d \mu^i$.  

1. in time $\phi(d, N)\langle\|X\|_{\infty}, n\rangle^{O(1)}$ when each $f^i$ is convex or fixed-charge;
2. in time \( \phi(d, N)(\|X\|_\infty + \langle n, N \rangle)^{O(1)} \) when each \( f^i \) is concave;

3. in time \( \phi(d, \|X\|_\infty)(\tau + \langle n, N \rangle)^{O(1)} \) when each \( f^i \) is linear or separable convex;

4. in time \( \phi(d, \tau)(\|X\|_\infty + \langle n, N \rangle)^{O(1)} \) when each \( f^i \) is linear or fixed-charge.

for a computable function \( \phi \) which is single-exponential in the parameters for parts 1-3 and double-exponential for part 4.

The proofs of parts 1 and 2 of Theorem 1 are relatively straightforward applications of known results from integer programming. Our most significant technical contribution is the proof of part 3, which is based on showing an FPT algorithm for the Huge n-fold IP problem. The main ingredient is a proximity theorem which states that an integer optimum is not too far from a fractional solution obtained from a certain configuration LP. Crucially, this proximity bound does not have to hold for an arbitrary fractional optimum. To the best of our knowledge, this is the first proximity theorem regarding configuration LP. To prove part 4 we build on a structure theorem of Goemans and Rothvoß [23]: we extend their result [23, Corollary 5.1] to the case of optimization (rather than feasibility) and to handle input vectors \( n \) given in binary (rather than unary).

An interesting trade-off is seen between parts 3 and 4, which we show to be tight: to obtain an FPT algorithm, either \( \tau \) or \( \|X\|_\infty \) have to be parameters. Similarly, we show that the inability to handle a fixed-charge objective in the case of polynomially many types is inherent.

**Proposition 2** (informal). Solving MIMO systems is

1. \( \text{W}[1] \)-hard parameterized by \( d \) only, even if \( \|X\|_\infty \) is given in unary;

2. and \( \text{NP} \)-hard with a fixed-charge objective even with \( d = 1 \) and \( \|X\|_\infty = 1 \).

1.1.2 Applications to Scheduling and Bin Packing with Few Types

A long-standing open question for high multiplicity Bin Packing was whether it admits a polynomial-time algorithm for constantly many item sizes (i.e., types). A positive answer was recently given by Goemans and Rothvoß [23]. While their result also bears on the complexity of some scheduling problems, it a) does not handle many important objectives, and, b) does not handle many machine types like for example in \( Q||C_{\max} \). Moreover, from the perspective of parameterized complexity, their result is only an FPT algorithm when the job sizes are given in unary. Thus, our main research paradigm which we comprehensively address in this paper, reads:

"Design fast exact algorithms for high-multiplicity scheduling problems with few job types."

We define a general framework for scheduling problems and show how it is modeled using MIMO. It is then easy to cast many previously studied scheduling problems in terms of this framework, and thereby derive fast algorithms for them by applying Theorem 1.

In our framework we consider scheduling problems whose input consists of a set \( J \) of \( n \) jobs that can be partitioned into \( d \) types, and a set \( M \) of \( m \) machines that can be partitioned into \( \tau \) types. Each machine in \( M \) belongs to a certain type \( i \in \{1, \ldots, \tau\} \): the machine type \( i \) is defined through the machine speed \( s_i \)—which is a rational scaling factor from the interval \((0, 1]\)—as well as the machine kind \( K_i \in \{1, \ldots, \kappa\} \), where a kind defines a \( d \)-dimensional vector of job sizes from \( \mathbb{N} \cup \{\infty\} \), one for each job type. In turn, each job type \( j \in \{1, \ldots, d\} \) is identified by a length-\( \kappa \)
vector $\mathbf{p}_j = (p^1_j, \ldots, p^m_j)$ of integer job sizes from $\mathbb{N} \cup \{\infty\}$, a positive integer weight $w_j \in \mathbb{N}$, and length-$\tau$ non-negative rational vectors $(r^1_j, \ldots, r^m_j)$ and $(d^1_j, \ldots, d^m_j)$ of release times and due dates. A (non-preemptive) schedule is then an assignment of jobs to time slots of sufficient size on the machines such that each job starts after its release time and two time slots only possibly overlap in their endpoints. Our choice to allow different release times and due dates on different machine types follows Goemans and Rothvoß [23] and is useful for example to model the scheduled downtimes or availability of specific resources required by a given job type (e.g., storage, processing power, etc.).

We handle multiple objectives. Consider a fixed schedule that assigns each job in $\mathcal{J}$ to some machine in $\mathcal{M}$. For a job $j \in \mathcal{J}$ scheduled on a machine $i \in \mathcal{M}$, let $C_j$ be its completion time, let $F_j = C_j - r^l_j$ be its flow time, let $L_j = C_j - d^l_j$ be its lateness, let $T_j = \max\{0, L_j\}$ be its tardiness, and let $U_j = 0$ if $C_j \leq d^l_j$ and $U_j = 1$ if $C_j > d^l_j$ be its unit penalty. Moreover, let $F_{\max} = \max_j F_j$ be the maximum flow time and let $L_{\max} = \max_j L_j$ be the maximum lateness. Let $C^i$ denote the time that the last job finishes on machine $i$ and define the load of a machine $i$ to be the total amount of time machine $i$ spends processing jobs, and denote it $C^i$. The completion time vector of a schedule is the vector $\mathbf{C} = (C^1, \ldots, C^m)$, and the load vector of a schedule is $\mathbf{L} = (L^1, \ldots, L^m)$. The objective $C_{\max}$ asks to minimize $\|\mathbf{C}\|_{\infty}$, and the objective $C_{\min}$ (which appears e.g. in the Santa Claus problem) asks to maximize $\min_{i \in [m]} C^i$. The $\ell^p$-norm objective is to minimize $\|\mathbf{C}\|_p$, where $p \geq 2$ is an integer. In $\sum w_j C_j$, $\sum w_j F_j$, $\sum w_j T_j$, and $\sum w_j U_j$, the goal is to minimize the sum of weighted completion times, flow times, tardiness’s, and unit penalties, respectively. The objective $\min \sum w_j U_j$ is also known as maximum throughput. We partition the discussed objectives into two classes: linear objectives $\mathcal{C}_{lin} = \{C_{\max}, C_{\min}, F_{\max}, L_{\max}, \sum w_j U_j\}$ and polynomial objectives $\mathcal{C}_{poly} = \{\sum w_j C_j, \sum w_j F_j, \sum w_j T_j, \sum w_j U_j, \ell^p$-norm$\}$. The distinction is that, in the high multiplicity representation, the linear objectives $\mathcal{C}_{lin}$ can be expressed as a linear function of the configurations, while the polynomial objectives $\mathcal{C}_{poly}$ seem to only be expressible as (non-linear) polynomials. Let $p_{\max} = \max_{1 \leq j \leq d} \|\mathbf{p}_j\|_{\infty}$ denote the largest size of a job with respect to a kind of machine; note that even if $p_{\max}$ is small the largest job size $p_{\max}$ might be large due to small speeds.

**Theorem 3.** Any scheduling problem expressible in the framework above is FPT parameterized by

1. $d$ and $m$ for any objective from $\mathcal{C}_{lin} \cup \mathcal{C}_{poly}$,

2. $d$ and $p_{\max}$ for any objective from $\mathcal{C}_{lin} \cup \mathcal{C}_{poly}$,

3. $d$ and $\tau$ for any objective from $\mathcal{C}_{lin}$ and with the largest job size $p_{\max}$ given in unary.

Theorem 3 gives the first FPT algorithms for the objectives $\sum w_j F_j$, $\sum w_j T_j$, $\ell^p$-norm, $C_{\min}$, $F_{\max}$ and $L_{\max}$. Moreover, it gives the first FPT algorithms for the objective $\sum w_j C_j$ in the case of release times and due dates. Compared to prior work, Theorem 3 extends all results of Goemans and Rothvoß [23] to the setting of high multiplicities of jobs, and all results of Knop and Koutecký [39] to the setting of jobs with release times and due dates and of high multiplicities of machines. It can be seen (with some modeling effort) that the parameterization of Part 2 of Theorem 3 is less restrictive than the joint parameter $p_{\max} + r$ with $r$ being the rank of the processing times matrix considered by Chen et al. [6], thus strengthening their result and also extending it to the setting of high multiplicities of machines.

Furthermore, we show that several high multiplicity Bin Packing-type problems, such as cardinality constrained or vector bin packing, can be modeled as MIMO (Theorems 55 and 57). Lastly,
we also study a problem we call \textsc{Surfing}: large numbers of \textit{surfers} (e.g., internet users) of \(\tau\) types make demands on \(d'\) \textit{commodities} (e.g., types of content, such as video streaming, email, internet telephony, etc.) and are to be served by \(d''\) \textit{servers} (e.g., service providers). The set of solutions is constrained by capacities and costs. In Theorem 59 we show that Part 3 of Theorem 1 can solve \textsc{Surfing} in FPT time parameterized by \(d = d' \cdot d''\), with only polynomial dependence on \(\tau\) and with all other points of the input (number of users, capacities, costs, etc.) encoded in binary.

1.2 Related Work

\textbf{Configuration Integer Programs.} The notion of a configuration IP has been introduced in the seminal paper of Gilmore and Gomory [22]. Solving the \textit{relaxation} of a configuration IP (the \textit{configuration LP}) via column generation and typically in combination with a separation oracle and the ellipsoid method has been a major tool in the design of approximation algorithms [40]. The (exact) configuration IP is also a common tool, however, it is typically implicit and not referred to as such. It is used either to directly obtain an algorithm, or as a subprocedure performed on a simplified (preprocessed, e.g., rounded) input, and its solution then serves as the basis for an approximation algorithm; cf. [1, 19, 30, 38].

An interesting combination of integer programming and column generation was used by Jansen and Solis-Oba [32] to find an \textit{OPT + 1} solution of \textsc{Bin Packing} with \(d\) item types in FPT time. Goemans and Rothvoß implicitly deal with the \textsc{Monoid Decomposition} problem [23]. Onn [47] considered the \textsc{Monoid Decomposition} problem in the case when the monoid is defined by a totally unimodular matrix. Recently, Jansen et al. [35] considered a different extension of the configuration IP notion to multiple “levels” of configurations, that is, where placements of items are called \textit{modules} and placements of modules are called \textit{configurations}.

\textbf{Tools from Integer Programming.} To prove part 1 of Theorem 1 we use the fact that convex integer minimization is FPT parameterized by the dimension. This was first shown by Grötschel et al. [26, Theorem 6.7.10] and the current fastest algorithm is due to Dadush and Vempala [11]. For part 2 we use Cook et al.’s algorithm [9] to enumerate the vertices of the integer hull of a polytope. Part 5 is a continuation of a long line of work on block structured IPs, in particular \(N\)-fold IPs (cf. Section 2.2). A breakthrough result is an FPT algorithm of Hemmecke et al. [27]; the most comprehensive result in terms of the parameterizations is currently due to Koutecký et al. [41], and the fastest current algorithms for \(N\)-fold IPs are due to Eisenbrand et al. [16] and Jansen, Lassota, and Rohwedder [36]. We use the Steinitz Lemma [49, 51] which has seen renewed interest (cf. [7, 15, 16, 32]) after Eisenbrand and Weismantel used it to obtain improved proximity theorems for ILPs with few rows [14]. Finally, part 4 builds on the Structure Theorem of Goemans and Rothvoß [23], which shows that the integer points of a polytope can be covered with parallelepipeds, whose vertices then serve as “important” configurations to which most weight of a solution can be assigned. Jansen and Klein [31] have shown an alternative theorem (with weaker bounds) stating that already the vertices of the integer hull may be used as “important” configurations.

\textbf{Parameterized and High Multiplicity Scheduling.} Fixed-parameter algorithms for scheduling problems have been of interest for over 20 years [3, 5, 18, 28, 43, 44], their importance has been highlighted 10 years ago by Demaine et al. [13], and a research program of “15 open problems” has been recently proposed by Mnich and van Bevern [43]. We have already mentioned all relevant
specific work. The high multiplicity encoding has been first proposed by Hochbaum and Shamir in 1991 and has seen much attention since then, cf. e.g. [4, 8, 20, 25]. In particular, it was also used by Goemans and Rothvoß [23] and Onn [47] who are primary inspiration for our work.

**Paper Organization.** In Section 2 we define the implicit representation of MIMO, give a formal statement of Theorem 1, connect it to N-fold Integer Programming, and prove parts 1 and 2 of Theorem 1. In Section 3 we present the main technical contribution of the proof of Theorem 1, i.e., we prove Part 3 of Theorem 1. In Section 4 we outline the proof of Part 4 of Theorem 1 but postpone the full proof to Section A, as well as our hardness result (Proposition 2) and some other proofs; postponed proofs are marked by (⋆). In Section 5 we deal with applications and model fundamental scheduling problems as MIMO. Finally, in Section 6 we outline further research directions.

## 2 Preliminaries

For positive integers \( m, n \) we set \( [m, n] = \{m, m + 1, \ldots, n\} \) and \( [n] = \{1, n\} \). We write vectors in boldface (e.g., \( \mathbf{x}, \mathbf{y} \)) and their entries in normal font (e.g., the \( i \)-th entry of \( \mathbf{x} \) is \( x_i \) or \( x(i) \)). For \( \alpha \in \mathbb{R} \), \( \lfloor \alpha \rfloor \) is the floor of \( \alpha \), \( \lceil \alpha \rceil \) is the ceiling of \( \alpha \), and we define \( \{\alpha\} = \alpha - \lfloor \alpha \rfloor \), similarly for vectors where these operators are defined component-wise.

### 2.1 MIMO: Implicit Sets

The input of MIMO can be given explicitly only in a few cases. Thus we are naturally interested in the scenario when each (possibly very large) set \( X^i \) is defined succinctly. The following definition captures the case when each \( X^i \) is defined as a projection of integer points of a rational polytope.

**Definition 1 (P-representation).** For \( i = 1, \ldots, \tau \) let \( P^i \subseteq \mathbb{R}^{d_i} \) be a polytope and let \( \pi^i((\mathbf{x}, \mathbf{x}')) = \mathbf{x} \in \mathbb{R}^d \) be a projection discarding the last \( d^i \) coordinates. We call the collection \( P^1, \ldots, P^\tau \) a P-representation of \( X^1, \ldots, X^\tau \) if \( X^i = \pi^i(P^i) \cap \mathbb{Z}^d \), for each \( i \in [\tau] \).

Let each \( P^i \) be defined as \( P^i = \{ (\mathbf{x}, \mathbf{x}') \mid A^i(\mathbf{x}, \mathbf{x}') \leq \mathbf{b}^i \} \) for some \( A^i \in \mathbb{Z}^{m_i} \times (d + d^i) \) and \( \mathbf{b}^i \in \mathbb{Z}^{m_i} \). The parameters of a P-representation are the following quantities:

- \( M = \max_{i \in [\tau]} m^i \), \( D = \max_{i \in [\tau]} d^i \), \( \Delta = \max_{i \in [\tau]} \|A^i\|_\infty \), \( L = \langle \Delta, \mathbf{b}^1, \ldots, \mathbf{b}^\tau \rangle \).

We consistently use superscripts to refer to objects and quantities related to the types (e.g., \( X^i, d^i, f^i, \ldots \)). To avoid confusion we always use parentheses when intending to express exponentiation (e.g., \( (d^i)^2 \)). With each \( X^i \) given implicitly, the objective functions \( f^i \) also must have implicit representations or given by oracles. We consider the following objective functions:

- linear: given vectors \( \mathbf{w}^1, \ldots, \mathbf{w}^\tau \in \mathbb{Z}^d \), let \( f^i(\mathbf{x}) = \mathbf{w}^i \mathbf{x} \).
- convex: each \( f^i(\mathbf{x}) \) is a convex function.
- extension-separable convex: each \( f^i(\mathbf{x}) = \min_{\mathbf{x}' : (\mathbf{x}, \mathbf{x}') \in P^i \cap \mathbb{Z}^{d+d^i}} g^i(\mathbf{x}, \mathbf{x}') \) for \( g^i \) a separable convex function. (In some of our applications the objective is only expressible as a separable convex function in terms of the auxiliary variables \( \mathbf{x}' \).)
- concave: each \( f^i(\mathbf{x}) \) is a concave function.
- fixed-charge: each \( f^i(\mathbf{x}) = c^i \in \mathbb{N} \) if \( \mathbf{x} \neq \mathbf{0} \) and \( f^i(\mathbf{x}) = 0 \) otherwise; we call \( c^i \) a penalty.
For an instance of MIMO given in its $P$-representation, set $f_{\text{max}} = \max_{i \in [r]} \max_{(x^i, x') \in \mathbb{Z}^{d+d'}} |f_i(x^i)|$.

**Theorem 1** (Implicit sets). Let $S$ be a MIMO system given in its $P$-representation (if the objective $f$ is convex or concave, we assume it is presented by an evaluation oracle), with the parameters as defined, and let $N = \| \mu \|_1 = \sum_{i=1}^r \mu^i$ and $L = L + \langle n, f_{\text{max}}, N \rangle$.

1. MIMO with a linear, convex, or fixed-charge objective can be solved in time $(N(d+D))^O(N(d+D)) \tilde{L}^O(1)$, thus FPT parameterized by $N$ and $d$.

2. MIMO with a concave objective can be solved in time $(MN(d+D) \cdot \log \Delta)^O(N(d+D)) \tilde{L}^O(1)$, thus FPT parameterized by $N$, $M$, $d+D$, and with $\Delta$ given in unary.

3. MIMO with a linear or an extension-separable convex objective can be solved in time $(Md\Delta)^O(M^2d+M^2) \tilde{L}^O(1)$, and thus FPT parameterized by $M$, $d$, and $\Delta$.

4. MIMO with a linear or fixed-charge objective can be solved in time $(\tau dM \log \Delta)^O(1) \tilde{L}^O(1)$ and thus FPT parameterized by $\tau$, $M$, $d$, and $D$ if $\Delta$ is given in unary.

Parts 3 and 4 thus mean that we can solve the MIMO problem either in doubly-exponential FPT time parameterized by $d$, $\tau$, $m$, and $M$ and all numbers have to be given in unary, or single-exponential FPT parameterized by $d$, $m$, $M$, and the largest coefficient $\Delta$ (but for polynomial $\tau$). In parts 2 and 4 we are using the fact that $(\log \alpha)^\beta \leq 2^{\beta^2/2} + \alpha^o(1)$ [10] Hint 3.18] to say that having log $\Delta$ in the base amounts to FPT algorithms when $\Delta$ is given in unary.

### 2.2 Modeling MIMO as $N$-fold IP

In this subsection we will closely connect MIMO with a special class of integer programs, which is an important building block for proving Parts 1-3. The **INTEGER PROGRAMMING** problem is to solve:

$$\min f(x) : Ax = b, 1 \leq x \leq u, x \in \mathbb{Z}^n,$$

where $f : \mathbb{R}^n \to \mathbb{R}$, $A \in \mathbb{Z}^{m \times n}$, $b \in \mathbb{Z}^m$, and $l, u \in (\mathbb{Z} \cup \{\pm \infty\})^n$. We denote $f_{\text{max}} = \max_{x \in \mathbb{Z}^n} |f(x)|$.

A generalized $N$-fold IP matrix is defined as

$$E^{(N)} = \begin{pmatrix}
E_1^1 & E_1^2 & \cdots & E_1^N \\
E_2^1 & 0 & \cdots & 0 \\
0 & E_2^1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & E_N^N 
\end{pmatrix}.$$  \hspace{1cm} (1)

Here, $r, s, t, N \in \mathbb{N}$, $E^{(N)}$ is an $(r + Ns) \times Nt$-matrix, $E_1^i \in \mathbb{Z}^{r \times t}$ and $E_2^i \in \mathbb{Z}^{s \times t}$, $i \in [N]$, are integer matrices, and $E$ is a $2 \times \tau$ block matrix

$$E = \begin{pmatrix}
E_1^1 & E_1^2 & \cdots & E_1^r \\
E_2^1 & E_2^2 & \cdots & E_2^r 
\end{pmatrix}.$$
Problem (IP) with $A = E^{(N)}$ is known as generalized $N$-fold integer programming (generalized $N$-fold IP). “Regular” $N$-fold IP is the problem where $E_i = E_i^1$ and $E_i^2 = E_j^2$ for all $i, j \in [N]$. Recent work indicates that the majority of techniques applicable to “regular” $N$-fold IP also applies to generalized $N$-fold IP \cite{10}. Because generalized $N$-fold IP allows for easier modeling, we will focus on generalized $N$-fold IP and write “$N$-fold IP” for short.

We emphasize that while in previous work $N$-fold IP was always considered in the regime with small coefficients, variable $N$, and a separable convex objective, here we broaden our focus and consider also other regimes. Thus, by $N$-fold IP we refer to any IP with a matrix of the form (1).

The structure of $E^{(N)}$ allows us to divide any $N$-dimensional object, such as the variables of $x$, bounds $l, u$, or the objective $f$, into $N$ bricks of size $t$, e.g. $x = (x^1, \ldots, x^N)$. We use subscripts to index within a brick and superscripts to denote the index of the brick, i.e., $x_{i}^{j}$ is the $j$-th variable of the $i$-th brick with $j \in [t]$ and $i \in [N]$. We call a brick integral if all of its coordinates are integral, and fractional otherwise.

**Huge $N$-fold IP.** The huge $N$-fold IP problem is an extension of $N$-fold IP to the high-multiplicity scenario, where there are potentially exponentially many bricks. This requires a succinct representation of the input and output. The input to a huge $N$-fold IP problem with $\tau$ types of bricks is defined by matrices $E_i^1 \in \mathbb{Z}^{t \times t}$ and $E_i^2 \in \mathbb{Z}^{s \times t}$, $i \in [\tau]$, vectors $l^1, \ldots, l^\tau, u^1, \ldots, u^\tau \in \mathbb{Z}^t$, $b^0, b^1, \ldots, b^\tau \in \mathbb{Z}^s$, functions $f^1, \ldots, f^\tau : \mathbb{R}^t \rightarrow \mathbb{R}$ satisfying $\forall i \in [\tau], \forall x \in \mathbb{Z}^t : f^i(x) \in \mathbb{Z}$ and given by evaluation oracles, and integers $\mu^1, \ldots, \mu^\tau \in \mathbb{N}$ such that $\sum_{i=1}^\tau \mu^i = N$. We say that a brick is of type $i$ if its lower and upper bounds are $l^i$ and $u^i$, its right hand side is $b^i$, its objective is $f^i$, and the matrices appearing at the corresponding coordinates are $E_i^1$ and $E_i^2$. The task is to solve (IP) with a matrix $E^{(N)}$ which has $\mu^i$ bricks of type $i$ for each $i$. Omm \cite{10} shows that for any solution, there exists a solution which is at least as good and has only few (at most $\tau \cdot 2^t$) distinct bricks. In Section 3 we show new bounds which do not depend exponentially on $t$.

**Lemma 4 (\$\$).** Let a MIMO system $S$ be given in its P-representation. Then in time $(\tau + D + M + L + (\mu, n))$, one can construct a huge $N$-fold IP which models $S$ and has parameters $\tau = d, s = 2M, t = d + D + M, \|E\|_{\infty} = \Delta, N = \|\mu\|_1$, and with $f^i$ being the objective for bricks of type $i$.

**Proof idea.** The blocks $A^1, \ldots, A^\tau$ become blocks $E_1^1, \ldots, E_2^\tau$ by padding with zero columns and rows to ensure that each is an $M \times (d + D + M)$ matrix, with the last $M$ coordinates corresponding to slack variables. The blocks $E_1^1, \ldots, E_2^\tau$ are all defined to be $(I_0 \mathbf{0})$ where $I$ is the $d \times d$ identity matrix and $\mathbf{0}$ is an $d \times (D + M)$ all-zero matrix.\hfill\boxed{}

**Proof of Theorem 7** parts \(\$\) and \(\$\). Use Lemma 4 to obtain an $N$-fold IP instance. Part \(\$\) for convex functions follows by applying an algorithm of Dadush and Vempala \cite{11}, which runs in time $p^{O(p)} \tilde{L}^{O(1)}$, where $p = N(d + D)$ is the dimension. For a fixed-charge objective, we may guess, for each $i \in [\tau]$ where $\mathbf{0} \in X^t$, a number $\bar{\mu}^i \leq \mu^i$ such that an optimal solution $\lambda$ has $\lambda^i_0 = \mu^i - \bar{\mu}^i$. With this guess at hand, the objective is fully determined to be $\sum_{i=1}^\tau \bar{\mu}^i c^i$ and it remains to verify whether there exists a corresponding decomposition of $\mathbf{n}$ by solving MIMO with the vector $\bar{\mu}$ instead of $\mu$ and without any objective. Finally, pick the best among all guesses whose corresponding MIMO is feasible. There are at most $N^\tau \leq N^N$ guesses.

To prove part \(\$\) we use an algorithm by Cook et al. \cite{9} to enumerate all vertices of the corresponding polyhedron in time $(\log \Delta \cdot MND)^{O(ND)} \tilde{L}^{O(1)}$. It is easy to see that a minimum of a
any integer vector \( x \) there exists a decomposition \( x \) for arbitrary integers.

3 Huge \( N \)-fold IP: Part 3 of Theorem 1

In this section we will prove the following:

**Theorem 5.** Huge \( N \)-fold IP can be solved in time \( (\|E\|_\infty rs)^{O(r^2s^2)}(t\tau(f_{\text{max}}, l, u, b, \mu))^{O(1)} \) with any separable convex objective.

With this theorem at hand, part 3 of Theorem 1 is easily proven:

**Proof of Theorem 1, part 3.** Construct a huge \( N \)-fold IP by Lemma 4. Now apply Theorem 5.

3.1 Graver Bases and the Steinitz Lemma

Let \( x, y \) be \( n \)-dimensional vectors. We call \( x, y \) sign-compatible if they lie in the same orthant, that is, for each \( i \in [n] \), \( x_i \cdot y_i \geq 0 \). We call \( \sum g^i \) a sign-compatible sum if all \( g^i \) are pair-wise sign-compatible. Moreover, we write \( y \subseteq x \) if \( x \) and \( y \) are sign-compatible and \( |y_i| \leq |x_i| \) for each \( i \in [n] \). Clearly, \( \subseteq \) imposes a partial order, called “conformal order”, on \( n \)-dimensional vectors.

For an integer matrix \( A \in \mathbb{Z}^{m \times n} \), its Graver basis \( G(A) \) is the set of \( \subseteq \)-minimal non-zero elements of the lattice of \( A \), \( \ker(A) = \{ z \in \mathbb{Z}^n \mid Az = 0 \} \). A circuit of \( A \) is an element \( g \in \ker(A) \) whose support \( \text{supp}(g) \) (i.e., the set of its non-zero entries) is minimal under inclusion and whose entries are coprime.

We denote the set of circuits of \( A \) by \( C(A) \). It is known that \( C(A) \subseteq G(A) \) [45, Definition 3.1 and remarks]. We make use of the following two propositions:

**Proposition 6** (Positive Sum Property [45, Lemma 3.4]). Let \( A \in \mathbb{Z}^{m \times n} \) be an integer matrix. For any integer vector \( x \in \ker(A) \), there exists an \( n' \leq 2n - 2 \) and a decomposition \( x = \sum_{j=1}^{n'} \alpha_j g_j \) with \( \alpha_j \in \mathbb{N} \) for each \( j \in [n'] \), into \( g_j \in G(A) \). For any fractional vector \( x \in \ker(A) \) (that is, \( Ax = 0 \)), there exists a decomposition \( x = \sum_{j=1}^{n} \alpha_j g_j \) into \( g_j \in C(A) \), where \( \alpha_j \geq 0 \) for each \( j \in [n] \).

**Proposition 7** (Separable convex superadditivity [12, Lemma 3.3.1]). Let \( f(x) = \sum_{i=1}^{n} f_i(x_i) \) be separable convex, let \( x \in \mathbb{R}^n \), and let \( g_1, \ldots, g_k \in \mathbb{R}^n \) be vectors conformal to \( x \). Then

\[
 f \left( x + \sum_{j=1}^{k} \alpha_j g_j \right) - f(x) \geq \sum_{j=1}^{k} \alpha_j \left( f(x + g_j) - f(x) \right)
\]

for arbitrary integers \( \alpha_1, \ldots, \alpha_k \in \mathbb{N} \).

Our proximity theorem relies on the Steinitz Lemma, which has recently received renewed attention recently [14, 15, 32].

**Lemma 8** (Steinitz [51], Sevastjanov, Banaszczyk [49]). Let \( \| \cdot \| \) denote any norm, and let \( x_1, \ldots, x_n \in \mathbb{R}^d \) be such that \( \|x_i\| \leq 1 \) for \( i \in [n] \) and \( \sum_{i=1}^{n} x_i = 0 \). Then there exists a permutation \( \pi \in S_n \) such that for all \( k = 1, \ldots, n \), the prefix sums satisfy \( \left\| \sum_{i=1}^{k} x_{\pi(i)} \right\| \leq d \).
3.2 Configurations of Huge N-fold IP

Let a huge N-fold IP instance with \( \tau \) types be fixed. Recall that \( \mu^i \) denotes the number of bricks of type \( i \), and \( \mu = (\mu^1, \ldots, \mu^\tau) \). We define for each \( i \in [\tau] \) the set of configurations of type \( i \) as
\[
C^i = \{ c \in \mathbb{Z}^l \mid E^i c = b^i, 1^i \leq c \leq u^i \}.
\]

Here we are interested in four instances of convex programming (CP) and convex integer programming (IP) related to huge N-fold IP. First, we have the Huge IP
\[
\min f(x) : E^{(N)} x = b, 1 \leq x \leq u, x \in \mathbb{Z}^{Nt}, \quad \text{(HugeIP)}
\]
and the Huge CP, which is a relaxation of (HugeIP),
\[
\min \hat{f}(x) : E^{(N)} x = b, 1 \leq x \leq u, x \in \mathbb{R}^{Nt}.
\]

We shall define the objective function \( \hat{f} \) later, for now it suffice to say that for all integral feasible \( x \in \mathbb{Z}^{Nt} \) we have \( f(x) = \hat{f}(x) \) so that indeed the optimum of (HugeCP) lower bounds the optimum of (HugeIP). Then, there is the Configuration LP of (HugeIP),
\[
\min \nu y = \sum_{i=1}^{\tau} \sum_{c \in C^i} f^i(c) \cdot y(i, c) \quad \text{(3)}
\]
\[
\sum_{i=1}^{\tau} E^i_1 \sum_{c \in C^i} c y(i, c) = b^0
\]
\[
\sum_{c \in C^i} y(i, c) = \mu^i \quad \forall i \in [\tau]
\]
\[
y \geq 0.
\]

Letting \( B \) be its constraint matrix and \( d = (b^0, \mu) \) be the right hand side, we can shorten (3)-(4) as
\[
\min \nu y : By = d, y \geq 0. \quad \text{(ConfLP)}
\]

Finally, by observing that \( By = d \) implies \( y(i, c) \leq \| \mu \|_\infty \) for all \( i \in [\tau], c \in C^i \), defining \( C = \sum_{i \in [\tau]} |C^i| \), leads to the Configuration ILP,
\[
\min \nu y : By = d, 0 \leq y \leq (\| \mu \|_\infty, \ldots, \| \mu \|_\infty), y \in \mathbb{N}^C. \quad \text{(ConfILP)}
\]

A solution \( x \) of (HugeCP) is configurable if, for every \( i \in [\tau] \), every brick \( x^j \) of type \( i \) is a convex combination of \( C^i \), i.e., \( x^j \in \text{conv}(C^i) \). We shall define a mapping from solutions of (ConfILP) to configurable solutions of (HugeCP) as follows. For every solution \( y \) of (ConfILP) we define a solution \( x = \varphi(y) \) of (HugeCP) to have \( |y(i, c)| \) bricks of type \( i \) with configuration \( c \) and, for each \( i \in [\tau] \), let \( f_i = \sum_{c \in C^i} \{ y(i, c) \} \) and let \( x \) have \( f_i \) bricks with value \( c_i = \frac{1}{f_i} \sum_{c \in C^i} \{ y(i, c) \} c \). (Because \( \sum_{c \in C^i} y(i, c) = \mu^i \) and \( \sum_{c \in C^i} [y(i, c)] \) is clearly integral, \( f_i = \mu^i - \sum_{c \in C^i} [y(i, c)] \) is also integral.) Note that \( \varphi(y) \) has at most \( |\text{supp}(y)| \) fractional bricks since \( \sum_{i=1}^{\tau} f_i \leq |\text{supp}(y)| \). Call a solution \( x \) of (HugeCP) conf-optimal if there is an optimal solution \( y \) of (ConfILP) such that \( x = \varphi(y) \).

We are going to introduce an auxiliary objective function \( \hat{f} \), but we first want to discuss our motivation in doing so. The reader might already see that for any integer solution \( y \in \mathbb{Z}^C \) of (ConfILP),
vy = f(ϕ(y)) holds, as we shall prove in Lemma 11. Our natural hope would be that for a fractional optimum y* of (ConflP) we would have vy* = f(ϕ(y*)). However, by convexity of f and the construction of ℓ, it only follows that vy* ≥ f(ϕ(y*)). Even worse, there may be two conf-optimal solutions x and x' with f(x) < f(x'). To overcome this, we define an auxiliary objective function f with the property that for any conf-optimal solution x* of (HugeCP) and any optimal solution y* of (ConflP), vy* = f̃(x*).

Fix a brick xj of type i. We say that a multiset Γj ⊆ (Ci × R≥0) is a decomposition of xj and write xj = ∑ Γj if xj = ∑(c,lc)∈Γj lc c and ∑(c,lc)∈Γj lc = 1. We define the objective f̃(x) for all configurable solutions as f̃(x) = ∑j=1 N f̃i(xj) where

\[ f̃i(xj) = \min_{Γj; \sum c = xj} \sum_{(c,lc)∈Γj} \lambda c :: f̃i(c) . \] (5)

A decomposition Γj of xj is f̃-optimal if it is a minimizer of (5).

Lemma 9. Let x be a configurable solution of (HugeCP), and xj be a brick of type i. Then f̃i(xj) ≤ f̃i(xj'). If xj is integral, then f̃i(xj) = f̃i(xj').

Proof. By convexity of f̃i we have

\[ f̃i(xj) = f̃i \left( \sum_{(c,lc)∈Γj} \lambda c c \right) \leq \sum_{(c,lc)∈Γj} \lambda c f̃i(c) , \]

for any decomposition Γj of xj. If xj is integral, then Γj = {(xj',1)} is its optimal decomposition (indeed, it is the only decomposition), concluding the proof.

Moreover, for each xj there is an f̃-optimal decomposition Γj with |Γj| ≤ t + 1 since f̃-optimal decompositions correspond to optima of a linear program with t + 1 equality constraints, namely

\[ \min \sum_{c∈Ci} \lambda c f̃i(c) \quad \text{s.t.} \quad \sum_{c∈Ci} \lambda c c = xj, ||\lambda||_1 = 1, \lambda \geq 0 . \] (6)

Let us describe the relationship of the objective values of the various formulations.

Lemma 10. For any feasible solution ỹ of (ConflP),

\[ vỹ ≥ f̃(ϕ(ỹ)) . \] (7)

Proof. Let ỹ = ϕ(ỹ). We can decompose f̃(ϕ(ỹ)) = U1 + U2, where U1 is the cost of integer bricks of ϕ(ỹ) and U2 is the cost of its fractional bricks. It is easy to see that U1 = v[ỹ] by the equality of f̃i and f̃i, for all i ∈ [τ], over integer vectors. We shall further decompose the value U2 into costs of fractional bricks of each type. For each i ∈ [τ], the cost of each fractional brick of type i is at most \( \frac{1}{n} \sum_{c∈Ci} ỹ(i, c) f̃i(c) \) because the decomposition \( \left\{ \left( c, \frac{1}{n} ỹ(i, c) \right); c∈Ci \right\} \) of ỹi (recall that ỹi = \( \frac{1}{n} \sum_{c∈Ci} ỹ(i, c) \)) is merely a feasible (not necessarily optimal) solution of (4), and summing up this estimate over all ỹi fractional bricks of type i gives \( f̃i \cdot \frac{1}{n} \sum_{c∈Ci} ỹ(i, c) f̃i(c) = ṽi ỹi \), concluding the proof.
Lemma 11. Let $\hat{y}$ be an optimum of \([\text{ConfLP}]\), $z^*$ an optimum of \([\text{HugeIP}]\), $y^*$ an optimum of \([\text{ConfLP}]\), $\hat{x} = \varphi(y^*)$, and $x^*$ a configurable optimum of \([\text{HugeCP}]\). Then

$$\hat{f}(z^*) = f(z^*) = f(\varphi(\hat{y})) = v\hat{y} \geq vy^* = \hat{f}(\hat{x}) = \hat{f}(x^*) .$$

Proof. We have $\hat{f}(z^*) = f(z^*)$ by equality of $\hat{f}$ and $f$ on integer solutions (Lemma 9) and $f(z^*) = f(\varphi(\hat{y})) = v\hat{y}$ by the definition of $\varphi$ and the fact that $\hat{y}$ is an integer optimum. Clearly $vy^* = \hat{y}y^*$ because \([\text{ConfLP}]\) is a relaxation of \([\text{ConfILP}]\) and thus the former lower bounds the latter.

Let us define a mapping $\phi$ for any configurable solution $x$ of \([\text{HugeCP}]\). Start with $\phi(x) = \mathbf{y} = \mathbf{0}$. For each brick $x^j$ of type $i$ let $T^j$ be its $\hat{f}$-optimal decomposition and update $y_c^i := y_c^i + \lambda_c$ for each $(c, \lambda_c) \in T^j$. Now it is easy to see that

$$v\phi(x) = \hat{f}(x) .$$

(8)

Our goal is to argue that $vy^* = \hat{f}(\hat{x}) = \hat{f}(x^*)$. We have $\hat{f}(\hat{x}) = \hat{f}(\varphi(y^*)) \leq vy^*$ by (7), but by optimality of $y^*$ and (8) it must be that $v\phi(\hat{x}) = \hat{f}(\hat{x}) \geq vy^*$ and hence $vy^* = \hat{f}(\hat{x})$. Similarly,

$$\hat{f}(x^*) = v\phi(x^*) \geq vy^* \geq \hat{f}(\varphi(y^*))$$

with the “=” by (8), the first “≥” by optimality of $y^*$, and the second “≥” by (7). However, since $\hat{f}(\varphi(y^*)) \geq \hat{f}(x^*)$ by optimality of $x^*$, all inequalities are in fact equalities and thus $vy^* = \hat{f}(x^*)$.

Our goal is to show that the proximity of any conf-optimal solution $x^*$ of \([\text{HugeCP}]\) from an integer optimum $z^*$ of \([\text{HugeIP}]\) depends on the number of fractional bricks. This number, by definition of $\varphi$, corresponds to the size of the support of the corresponding solution $y$ of \([\text{ConfLP}]\). The following lemma shows how to produce optima of \([\text{ConfLP}]\) with small support. We emphasize that our proximity theorem does not require that the fractional solution be optimal but rather conf-optimal.

Lemma 12. An optimal solution $y^*$ of \([\text{ConFLP}]\) with $|\text{supp}(y^*)| \leq r + \tau$ and a conf-optimal solution $x^*$ with at most $r + \tau$ fractional bricks can be found in time $O((r\tau(f_{\text{max}}, l, u, b, \mu))^O(1))$. 

Proof. Recall that $\tau$ is the number of brick types in the huge $N$-fold instance. Since \([\text{ConfLP}]\) has exponentially many variables, we take the standard approach and solve the dual LP of \([\text{ConfLP}]\) by the ellipsoid method and the equivalence of optimization and separation. Thus in $T = (r\tau(f_{\text{max}}, l, u, b, \mu))^O(1)$ calls to a separation oracle we find an optimal solution while only considering at most $T$ inequalities of the dual (we make this argument specific later in the proof). Moreover, we can assume that the discovered optimal solution is a vertex of the dual LP. Observe that the dimension of the dual LP is the number of rows of the primal LP, which is $r + \tau$. Since each point in $(r + \tau)$-dimensional space is fully determined by $r + \tau$ linearly independent inequalities, there must exist a subset $I$ of $r + \tau$ inequalities among the $T$ inequalities considered by the ellipsoid method which fully determines the dual optimum.

We can find them as follows. Taking the $T$ considered inequalities one by one, if either some inequality of $I$ or the present inequality is dominated$^1$ by an inequality that can be obtained as a

\footnote{An inequality $ax \leq b$ is dominated by $cx \leq d$ if for every $x$ such that $ax \leq b$ we also have $cx \leq d$.}
Testing whether an inequality \( dz \leq e' \) is dominated by a non-negative linear combination of a system of inequalities \( Dz \leq e \) can be decided by solving

\[
\min \alpha e \quad \text{s.t.} \quad \alpha^T D = d, \; \alpha \geq 0, \tag{9}
\]

and checking whether the optimal value is at most \( e' \). If it is, then the solution \( \alpha \) encodes a non-negative linear combination of the inequalities \( Dz \leq e \) which yields an inequality dominating \( dz \leq e' \), and if it is not, then such a combination does not exists. Thus, when a new inequality is considered, we solve \( (9) \) for at most \( r + \tau \) inequalities (the new one and all less than \( r + \tau \) already selected ones), and there are \( T \) inequalities considered. The time needed to solve \( (9) \) is polynomial in \( r + \tau \) and its encoding length is at most \( (l, u, b, f_{\text{max}}) \). Altogether, we need time \( T \cdot (r + \tau) \cdot \text{poly}(r + \tau, (l, u, b, f_{\text{max}})) \leq \text{poly}(r\tau, (l, u, b, f_{\text{max}})) = T' \).

Let the restricted \( \text{(ConLP)} \) be the \( \text{(ConLP)} \) restricted to the variables corresponding to the inequalities in \( I \). We claim that an optimal solution to the restricted \( \text{(ConLP)} \) is also an optimal solution to \( \text{(ConLP)} \). To see this, use LP duality: the optimal objective value of the dual LP restricted to inequalities in \( I \) is the same as one of the dual optima, and thus an optimal solution of the restricted \( \text{(ConLP)} \) must be an optimal solution of \( \text{(ConLP)} \). Finally, we solve the restricted \( \text{(ConLP)} \) using any polynomial LP algorithm in time \( T'' \leq (r + \tau)(f_{\text{max}}, l, u, \mu)^O(1) \).

Clearly, the main task is thus solving the Dual LP, which we discuss in the rest of the proof. The Dual LP of \( \text{(ConLP)} \) in variables \( \alpha \in \mathbb{R}^r, \beta \in \mathbb{R}^\tau \) is:

\[
\max \quad b^0 \alpha + \sum_{i=1}^\tau \mu^i \beta^i \\
\text{s.t.} \quad (\alpha E^i_1) c - f^i(c) \leq -\beta^i \quad \forall i \in [\tau], \forall c \in C^i \tag{10}
\]

To verify feasibility of \((\alpha, \beta)\) for \( i \in [\tau] \), we need to maximize the left-hand side of \((10)\) over all \( c \in C^i \) and check if it is at most \(-\beta^i\). This corresponds to finding integer variables \( c \) which for given \((\alpha, \beta)\) solve

\[
\min f^i(c) - (\alpha E^i_1)c = -\max (\alpha E^i_1)c - f^i(c) : E^i_2c = b^i, l^i \leq c \leq u^i, c \in \mathbb{Z}^i.
\]

The program above can be solved in time \( T''' \leq ||E^i_2||^2_\infty \beta^i(l^i, u^i) \) by Grötschel et al. [26, Theorem 6.4.9] show that an optimal solution of LP (even one which is a vertex [29, Remark 6.5.2]) can be found in a number of calls to a separation oracle which is polynomial in the dimension and the encoding length of the inequalities returned by a separation oracle. Clearly the inequalities \((10)\) have encoding length bounded by \((f_{\text{max}}, l, u, \mu)\) and thus \( T = (r\tau(f_{\text{max}}, l, u, \mu))^{O(1)} \) calls to a separation oracle are sufficient to find an optimal vertex solution. The resulting total time complexity is thus \( T \cdot T'' + T' \) to construct the restricted \( \text{(ConLP)} \) instance and time \( T'' \) to solve it, \( T \cdot T'' + T' + T'' \) total, which is upper bounded by \( ||E^N||^2_\infty \cdot (r\tau(f_{\text{max}}, l, u, \mu))^{O(1)} \), as claimed.

Let \( y^* \) be an optimum of \( \text{(ConLP)} \) we have thus obtained. Since \( |I| \leq r + \tau \), the support of \( y^* \) is of size at most \( r + \tau \). Now setting \( x^* = \varphi(y^*) \) is enough, since we have already argued that \( x^* \) has at most \( |\text{supp}(y^*)| \) fractional bricks. \( \square \)
3.3 Proximity theorem

Let us give a plan for the next subsection. We wish to prove that for every conf-optimal solution $x^*$ of \( \text{HugeCP} \) there is an integer solution $z^*$ of \( \text{HugeIP} \) nearby. In the following, let $x^*$ be a conf-optimal solution of \( \text{HugeCP} \) and $z^*$ be an optimal solution of \( \text{HugeIP} \) minimizing $\|x^* - z^*\|_1$. A technique for proving proximity theorems which was introduced by Eisenbrand and Weismantel \cite{EW2003} works as follows. A vector $h \in Z^N$ is called a cycle of $x^* - z^*$ if $h \neq 0$, $E(N)h = 0$, and $h \subseteq x^* - z^*$. It is not too difficult to see that if $x'$ is an optimal (not conf-optimal) solution of \( \text{HugeCP} \) with the objective $f$, then there cannot exist a cycle of $x' - z^*$ (cf. proof of Lemma \ref{lem:ew}). Based on a certain decomposition of $x^* - z^*$ into integer and fractional smaller dimensional vectors and by an application of the Steinitz Lemma, the existence of a cycle is proven unless $\|x^* - z^*\|_1$ is roughly bounded by the number of fractional bricks of $x^*$. However, we cannot apply this technique directly as an optimal solution $x'$ of \( \text{HugeCP} \) might have many fractional bricks. On the other hand, an existence of a cycle $h$ of $x^* - z^*$ does not necessarily contradict that $\|x^* - z^*\|_1$ is minimal, because $x^* + h$ might not be a conf-optimal solution, which is an essential part of the argument.

All of this leads us to introduce a stronger notion of a cycle. We say that $h \in Z^N$ is a configurable cycle of $x^* - z^*$ (with respect to $x^*$) if $h$ is a cycle of $x^* - z^*$, for each brick $j \in [N]$ of type $i \in [\tau]$ there exists an $\tilde{f}$-optimal decomposition $\Gamma_j$ of $(x^*)_j$ such that we may write $h^j = \sum (c, \lambda_c) \in \Gamma_j \lambda_c h_c$ and for each $(c, \lambda_c) \in \Gamma_j$ we have $h_c \subseteq c - (z^*)^j$ and $h_c \in \text{Ker}_Z(E^j_2)$. Soon we will show that if $\|x^* - z^*\|_1$ is minimal, $x^* - z^*$ does not have a configurable cycle. The next task becomes to show how large must $\|x^* - z^*\|_1$ be in order for a configurable cycle to exist. Recall that the technique of Eisenbrand and Weismantel \cite{EW2003} can be used to rule out an existence of a (regular) cycle, not a configurable cycle. To overcome this, we “lift” both $x^*$ and $z^*$ to a higher dimensional space and show that a cycle in this space corresponds to a configurable cycle in the original space. Only then are we ready to prove a proximity bound using the aforementioned technique.

**Lemma 13.** If $h$ is a configurable cycle of $x^* - z^*$, then $x^* - h$ is configurable.

*Proof.* Fix $j \in [N]$. Let $p$ be the brick $(x^* - h)^j$ and let $i \in [\tau]$ be its type. Now $p$ can be written as $p = \sum (c, \lambda_c) \in \Gamma_j \lambda_c (c - h_c)$. Furthermore, we have $E^j_2 (c - h_c) = E^j_2 c = b^j$, and, by $h \subseteq x^* - z^*$, we also have $1 \leq x^* - h \leq u$. \hfill \Box

We now need a technical lemma:

**Lemma 14.** Let $x^*$ be a conf-optimal solution of \( \text{HugeCP} \), let $z^*$ be an optimum of \( \text{HugeIP} \), and let $h^*$ be a configurable cycle of $x^* - z^*$. Then

$$f(z^* + h^*) + f(x^* - h^*) \leq f(z^*) + f(x^*).$$  \hspace{1cm} (11)

*Proof.* We begin by a simple observation: let $g : \mathbb{R} \to \mathbb{R}$ be a convex function, $x \in \mathbb{R}$, $z \in \mathbb{Z}$, and $r \in \mathbb{Z}$ be such that $r \subseteq x - z$. By convexity of $g$ we have that

$$g(z + r) + g(x - r) \leq g(z) + g(x).$$  \hspace{1cm} (12)

Fix $j \in [N]$ and $z = (z^*)^j$, $x = (x^*)^j$, $h = (h^*)^j$, and let $i$ be the type of brick $j$. Since $h^*$ is a configurable cycle there exists an $\tilde{f}$-optimal decomposition $\Gamma$ of $x$ such that, for each $(c, \lambda_c) \in \Gamma$, there exists a $h_c \subseteq c - z$, $h_c \in \text{Ker}_Z(E^j_2)$, and $h = \sum (c, \lambda_c) \in \Gamma \lambda_c h_c$. Due to separability of $f$ we may apply (12) independently to each coordinate, obtaining for each $c$

$$f^j(z + h_c) + f^j(c - h_c) \leq f^j(z) + f^j(c).$$
Since all arguments of $f^i$ are integral, we immediately get

$$\hat{f}^i(z + h_c) + \hat{f}^i(c - h_c) \leq \hat{f}^i(z) + \hat{f}^i(c).$$

Aggregating according to $\Gamma$, we get (recall that we have $\sum_{(c, \lambda_c) \in \Gamma} \lambda_c = 1$)

$$\sum_{(c, \lambda_c) \in \Gamma} \lambda_c \left( \hat{f}^i(z + h_c) + \hat{f}^i(c - h_c) \right) \leq \sum_{(c, \lambda_c) \in \Gamma} \lambda_c \left( \hat{f}^i(z) + \hat{f}^i(c) \right) = \hat{f}^i(z) + \sum_{(c, \lambda_c) \in \Gamma} \lambda_c \hat{f}^i(c),$$

where by $\hat{f}$-optimality of $\Gamma$ the right hand side is equal to $\hat{f}^i(z) + \hat{f}^i(x)$. As for the left hand side, observe that decompositions $\Gamma' = \{(z + h_c, \lambda_c) \mid (c, \lambda_c) \in \Gamma\}$ and $\Gamma'' = \{(c - h_c, \lambda_c) \mid (c, \lambda_c) \in \Gamma\}$ satisfy $\sum \Gamma' = z + h$ and $\sum \Gamma'' = x - h$ but are only feasible (not necessarily optimal) solutions of $\text{(6)}$ and thus we have

$$\hat{f}^i(z + h) + \hat{f}^i(x - h) \leq \sum_{(c, \lambda_c) \in \Gamma} \lambda_c \left( \hat{f}^i(z + h_c) + \hat{f}^i(c - h_c) \right).$$

Combining then yields

$$\hat{f}^i(z + h) + \hat{f}^i(x - h) \leq \hat{f}^i(z) + \hat{f}^i(x),$$

and since we have proven this claim for every brick $j$, aggregation over bricks concludes the proof of the main claim \(\square\).

Let us show that if $x^*$ and $z^*$ are as stated, then there is no configurable cycle of $x^* - z^*$.

**Lemma 15.** Let $x^*$ be a conf-optimal solution of $\text{(HugeCP)}$ and let $z^*$ be an optimal solution of $\text{(HugeIP)}$ such that $\|x^* - z^*\|_1$ is minimal. Then there is no configurable cycle of $x^* - z^*$.

**Proof of Lemma 15.** For contradiction assume that there exists a configurable cycle $h^*$ of $x^* - z^*$. By Lemma 14 one of two cases must occur:

**Case 1:** $\hat{f}(z^* + h^*) \leq \hat{f}(z^*)$. Then $z^* + h^*$ is an optimal integer solution (by $h \sqsubseteq x^* - z^*$ we have $1 \leq z^* + h \leq u$ and by $h^* \in \ker_z(E^{(N)})$ we have $E^{(N)}(z^* + h) = b$) which is closer to $x^*$, a contradiction to minimality of $\|x^* - z^*\|_1$.

**Case 2:** $\hat{f}(x^* - h^*) < \hat{f}(x^*)$. Since $h^*$ is a configurable cycle, Lemma 13 states that $x^* - h^*$ is configurable, so we have a contradiction with conf-optimality of $x^*$.

\(\square\)

Next, we show that for each brick, there exists an $\hat{f}$-optimal decomposition whose coefficients have small encoding length. For any matrix $A$, define $g_\infty(A) = \max_{g \in G(A)} \|g\|_\infty$.

**Lemma 16.** Each brick of $x^*$ of type $i$ has an $\hat{f}$-optimal decomposition $\Gamma$ of size at most $t + 1$ and $\max_{(c, \lambda_c) = p_c/q_c \in \Gamma} \{p_c, q_c\} \leq (t + 1)(1 + (2t - 2)g_\infty(E_3^t))^{t+1} \leq (t + 1)(t + 1)!s\|E_2\|_\infty + 1(s+1)(t+2)$.

**Proof.** An $\hat{f}$-optimal decomposition corresponds to a solution of the LP $\text{(9)}$. We will argue that there is a solution whose support is composed of columns which do not differ by much, which corresponds to a solution of an LP with small coefficients, and the claimed bound can then be obtained by Cramer’s rule.

Specifically, we claim that there exists an $\hat{f}$-optimal decomposition $\Gamma$ which corresponds to an optimal solution $\lambda$ of $\text{(9)}$ such that there exists a point $\zeta \in \mathbb{Z}^t$ and $c \in \text{supp}(\lambda)$ such that $\|c - \zeta\|_\infty \leq (t - 1)g_\infty(E_2^t)$. For a solution $\lambda$ of $\text{(9)}$, define $R^i := \max_{c, c' \in \text{supp}(\lambda)} \|c - c'\|_\infty$ to be the diameter
of the bounding box of all $c \in supp(\lambda)$, define $\zeta \in \mathbb{Z}^t$ to be an integer center of the bounding box (i.e., $\|c - \zeta\|_\infty \leq \lceil \frac{R}{2} \rceil$), for $c \in supp(\lambda)$ define a coordinate $j \in [t]$ to be tight if $c_j = \zeta_j - \lceil \frac{R}{2} \rceil$ or $c_j = \zeta_j + \lceil \frac{R}{2} \rceil$, and define $S = \sum_{c\in supp(\lambda)} \lambda \sum_{j=1}^{t} j$ is tight in $c$ (where “[X]” is an indicator of the statement X) to be the weighted number of tight coordinates. For contradiction assume that $\lambda$ is an optimal solution of (9) which minimizes $R'$ and $S$ and $R' > (2t - 2)g_\infty(E_2^t)$. Assuming $\Gamma$ is a decomposition of a brick of type $i$, we have $c, c' \in \mathbb{C}^t = \{\tilde{c} \in \mathbb{Z}^t | E_2^t \tilde{c} = b^i, 1 \leq \tilde{c} \leq u^i\}$ and thus $c - c' \in Ker_Z(E_2^t)$. By Proposition 8 we may write $c - c' = \sum_{j=1}^{t-2} \lambda_j g_j$ with $g_j \in G(E_2^t)$ and $g_j \subseteq c - c'$ for all $j \in [2t - 2]$. Note that because $\|c - c'\|_\infty > R := (2t - 2)g_\infty(E_2^t)$, we have that there exists $j \in [2t - 2]$ such that $\lambda_j > 1$. Hence $g := \sum_{j=1}^{t-2} \lfloor \frac{\lambda_j}{2} \rfloor g_j$ satisfies $g \neq 0$. Let $\tilde{c} := c - g$, and $\tilde{c}' := c' + g$.

First, because $\tilde{c} - \tilde{c}' = (c - c') + 2g = \sum_{j=1}^{t-2} (\lambda_j - 2 \lfloor \frac{\lambda_j}{2} \rfloor) g_j$, we may bound $\|\tilde{c} - \tilde{c}'\|_\infty \leq (2t - 2)g_\infty(E_2^t) = R$. Second, by the conformity of the decomposition, $\tilde{c}, \tilde{c}' \in \mathbb{C}^t$. Third, by separable convex superadditivity (Proposition 7), we have that $f(c) + f(c') \geq f(\tilde{c}) + f(\tilde{c}')$. Fourth, there exist a coordinate $j \in [t]$ such that $|c_j - c'_j| = R'$ but, since $\|\tilde{c} - \tilde{c}'\|_\infty \leq R, |\tilde{c}_j - \tilde{c}'_j| \leq R < R'$ and thus $j$ is no longer a tight coordinate for either $\tilde{c}$ or $\tilde{c}'$ (or both). Without loss of generality, let $\lambda_{c} \leq \lambda_{c'}$. Now let $\lambda' := \lambda$ and set $\lambda'_c, \lambda'_c := \lambda_{c}, \lambda'_c := 0, \lambda'_c := \lambda_{c'} - \lambda_{c}$. By our arguments above, $\lambda'$ is another optimal solution of (6) but the weighted number of tight coordinates has decreased by the fourth point, a contradiction.

Thus, there exists a point $\zeta \in \mathbb{Z}^t$ and an optimal solution $\lambda$ of (6) such that $\forall c \in supp(\lambda), \|c - \zeta\|_\infty \leq R/2 = (t - 1)g_\infty(E_2^t)$. Obtain a reduced LP from (6) by deleting all columns $c$ with $\|c - \zeta\|_\infty > R/2$ and denote the remaining set of columns $C^t$:

$$\min \sum_{c \in \mathbb{C}^t} \lambda_c f^i(c) \quad \text{s.t.} \quad \sum_{c \in \mathbb{C}^t} \lambda_c c = x^i, \|\lambda\|_1 = 1, \lambda \geq 0. \quad (13)$$

This LP is equivalent to one obtained by subtracting $\zeta$ from all columns and the right hand side:

$$\min \sum_{c \in \mathbb{C}^t} \lambda_c f^i(c) \quad \text{s.t.} \quad \sum_{c \in \mathbb{C}^t} \lambda_c (c - \zeta) = (x^i - \zeta), \|\lambda\|_1 = 1, \lambda \geq 0. \quad (14)$$

Now, this LP has $t + 1$ rows and its columns have the largest coefficient bounded by $R/2$ in absolute value. A basic solution $\lambda$ has $|supp(\lambda)| \leq t + 1$ and, by Cramer’s rule, the denominator of each $\lambda_c$ is bounded by $(t + 1)!$ times the largest coefficient to the power of $t + 1$, thus bounded by $(t + 1)!R^{t+1} \leq (t + 1)!((2t - 2)g_\infty(E_2^t))^{t+1} \leq (t + 1)^{t+1}(s\|E_2^t\|_\infty + 1)s^{t+2}$, where we use $g_\infty(E_2^t) \leq \|E_2^t\|_\infty(2s\|E_2^t\|_\infty + 1)^s$ [13, Lemma 2].

Next, we will need the notion of an Egyptian fraction. For a rational number $p/q$, $p, q \in \mathbb{N}$, its Egyptian fraction is a finite sum of distinct unit fractions such that

$$\frac{p}{q} = \frac{1}{q_1} + \frac{1}{q_2} + \cdots + \frac{1}{q_k},$$

for $q_1, \ldots, q_k \in \mathbb{N}$ distinct. Call the number of terms $k$ the length of the Egyptian fraction. Vose has proven that any $p/q$ has an Egyptian fraction of length $O(\sqrt{\log q})$. Since our algorithm requires an exact bound, we present the following weaker yet exact result:

**Lemma 17** (Egyptian Fractions). Let $p, q \in \mathbb{N}$, $1 \leq p \leq q$. Then $p/q$ has an Egyptian fraction of length at most $2(\log_2 q) + 1$. 

Proof. Let \( a = 2^k \) be largest such that \( a < q \), so \( k = \left\lceil (\log_2 q) - 1 \right\rceil < \log_2 q \). Write \( ap = bq + r \), \( 0 \leq r < q \). Note that \( p < q \implies b < a \) and \( q \leq 2a \implies r < 2a \). Now let \([b] = (b_{k-1}, \ldots, b_1, b_0)\) be the binary representation of \( b < a \) so \( b = \sum_{i=0}^{k-1} 2^i b_i \) and \([r] = (r_{k-1}, \ldots, r_1, r_0)\) be that of \( r < 2a \) so \( r = \sum_{i=0}^k r_i 2^i \). Then we have
\[
\frac{p}{q} = \frac{ap}{aq} = \frac{bq + r}{aq} = \frac{b}{a} + \frac{1}{q} r = \frac{1}{2} \left( \sum_{i=0}^{k-1} b_i 2^{-i} + \sum_{i=0}^k r_i 2^{-i-1} \right),
\]
where \( b_i, r_i \in \{0,1\} \), so a sum of at most \( 2k + 1 \leq 2(\log_2 q) + 1 \) terms with all denominators \( d_i \leq q 2^k = qa \leq q^2 \). Moreover, all denominators in the first sum are distinct and at most \( 2^k \), and all in the second sum are distinct and at least \( q > 2^k \), hence all distinct, so this is an Egyptian fraction of \( p/q \) of length \( 2(\log_2 q) + 1 \) and denominators of \( \mathcal{O}(q^2) \).

Recall that our goal is to obtain a configurable cycle. However, for that we also need a special form of a decomposition. Say that \( \Gamma \) is scalable decomposition of a brick \((x^*)^j\) of type \( i \) if it is its \( \hat{f} \)-optimal decomposition, and for each \((c_\gamma, \lambda_\gamma) \in \Gamma \), \( \lambda_\gamma \) is of the form \( 1/q_\gamma \) for some \( q_\gamma \in \mathbb{N} \). We say that \( |\Gamma| \) is the size of the decomposition. We note that in what follows we do not need an algorithm computing a scalable decomposition, only the following existence statement.

**Lemma 18.** Each brick of \( x^* \) has a scalable decomposition of size at most \( 26t^3 \log(t \| E_2 \|_\infty) \).

Proof. Fix \( j \in [N] \). Let \( x = (x^*)^j \) be a brick of \( x^* \) of type \( i \). By Lemma 16 there exists an \( \hat{f} \)-optimal decomposition of \( x \) of size \( t + 1 \) where each coefficient \( \lambda_c = p_c/q_c \) satisfies \( p_c, q_c \leq (t + 1)^{(t+1)} (s \| E_2 \|_\infty + 1)^{(s+1)(t+2)} \) for each \( c \) in the decomposition now express \( \lambda_c \) as an Egyptian fraction:
\[
\lambda_c = \frac{p_c}{q_c} = \frac{1}{a_1} + \frac{1}{a_2} + \cdots + \frac{1}{a_c}.
\]
By Lemma 17 \( p/q \) has an Egyptian fraction of length
\[
\epsilon \leq 2(\log_2 q_c) + 1 = 2 \left( \log \left( (t + 1)^{(t+1)} (s \| E_2 \|_\infty + 1)^{(s+1)(t+2)} \right) \right) + 1 \leq 25st \log(st \| E_2 \|_\infty).
\]
Thus the resulting decomposition is of size at most \( (t + 1)25st \log(st \| E_2 \|_\infty) \leq 26t^3 \log(t \| E_2 \|_\infty) \) (by \( s \leq t \) this justifies the deletion of \( s \) in the \( \log() \) so the last bound holds) and is scalable, since each coefficient is of the form \( 1/q_\gamma \) for some \( q_\gamma \in \mathbb{N} \).

We will now show that we are guaranteed a configurable cycle of \( x^* \rightarrow z^* \) if there exists an analogue of a regular cycle of a certain “lifting” of \( x^* \) and \( z^* \).

Fix for each brick of \( x^* \) a scalable decomposition \( \Gamma^j \). Let \( \uparrow x^* \) be the rise of \( x^* \) defined as a vector obtained from \( x^* \) by keeping every integer brick \((x^*)^j\), and replacing every fractional brick \((x^*)^j\) with \( |\Gamma^j| \) terms \( \lambda_c c_\gamma \), one for each \((c_\gamma, \lambda_\gamma) \in \Gamma^j \). Observe that each brick of \( \uparrow x^* \) is of the form \( \lambda_c c \) for some configuration \( c \) and some coefficient \( 0 \leq \lambda_c \leq 1 \). Thus for a brick \( \lambda_c c \) we say that \( c \) is its configuration, \( \lambda_c \) is its coefficient, and its type is identical to the type of brick it originated from; in particular, bricks which originated from an integer brick \( p = (x^*)^j \) are of the form \( \lambda p \) with \( \lambda = 1 \). Let \( N' \) be the number of bricks of \( \uparrow x^* \) and define a mapping \( \nu : [N'] \rightarrow [N] \) such that if a brick \( j \in [N'] \) of \( \uparrow x^* \) was defined from brick \( \ell \in [N] \) of \( x^* \), then \( \nu(j) = \ell \). The natural inverse \( \nu^{-1} \) is defined such that, for \( \ell \in [N] \), \( \nu^{-1}(\ell) \) is the set of bricks of \( \uparrow x^* \) which originated from \((x^*)^\ell \).

**Lemma 19.** The vector \( \uparrow x^* \) has at most \( (r + \tau) \cdot 26t^3 \log(t \| E_2 \|_\infty, \ldots, E_2 \|_\infty) \) fractional bricks.
Then, denote by $\uparrow z^* \in \mathbb{R}^{N_1}$ the rise of $z^*$ (with respect to $x^*$) defined as follows. Let $j \in [N']$, $\ell = \nu(j)$, and $\lambda$ be the coefficient of the $j$-th brick of $\uparrow x^*$. Then the $j$-th brick of $\uparrow z^*$ is ($\uparrow z^*)^j := \lambda(z^*)^j$. Observe that $\| \uparrow x^* - \uparrow z^* \|_1 \geq \| x^* - z^* \|_1$ by triangle inequality.

For any vector $x \in \mathbb{R}^{N_1}$, define the fall of $x$ as a vector $\downarrow x \in \mathbb{R}^{N_1}$ such that for $\ell \in [N]$, $(\downarrow x)^\ell = \sum_{j \in \nu^{-1}(\ell)} x^j$. We see that $\downarrow (\uparrow x^*) = x^*$ and $\downarrow (\uparrow z^*) = z^*$. Say that $r$ is a cycle of $\uparrow x^* - \uparrow z^*$ if $r \subseteq \uparrow x^* - \uparrow z^*$ and $r \in \text{Ker}_\mathbb{Z} (E(N'))$.

**Lemma 20.** If $r$ is a cycle of $\uparrow x^* - \uparrow z^*$, then $\downarrow r$ is a configurable cycle of $x^* - z^*$.

**Proof.** To show that $\downarrow r$ is a configurable cycle we need to show that $\downarrow r \in \text{Ker}_\mathbb{Z} (E(N'))$ and, for each brick $x$ of $x^*$, there is an $f$-optimal decomposition of $x$ such that $h = (\downarrow r)^j$ decomposes accordingly. For the first part, $\downarrow r$ is integral because it is obtained by summing bricks of $r$, which is integral. Denote by $i(j)$ the type of a brick $j$. By the fact that $r \in \text{Ker}_\mathbb{Z} (E(N'))$ and the definition of $\downarrow r$, we have $0 = \sum_{j=1}^{N} E_1^{i(j)} r^j = \sum_{j=1}^{N} E_1^{i(j)} (\downarrow r)^j$, and, for each $\ell \in [N]$, $0 = \sum_{j \in \nu^{-1}(\ell)} E_2^{i(j)} r^j = E_2^{i(\ell)} (\downarrow r)^\ell$, thus $\downarrow r \in \text{Ker}_\mathbb{Z} (E(N'))$.

To see the second part, fix a brick $j \in [N]$ of type $i$ and let $x = (x^*)^j$, $z = (z^*)^j$ and $h = (\downarrow r)^j$. We need to show that $h = \sum_{\gamma \in \nu^{-1}(j)} h_{\gamma}$ can be written as $\sum_{c \subseteq c - z} \lambda_{\gamma} h_{c}$ with $h_{c} \in \text{Ker}_\mathbb{Z} (E_2^j)$. By definition of $\uparrow x$ and $r$, there is a scalable decomposition $\Gamma$ of $x$ such that for each $\gamma \in \nu^{-1}(j)$, $h_{\gamma} \subseteq \lambda_{\gamma} (c_{\gamma} - z)$ and $h_{\gamma} \in \text{Ker}_\mathbb{Z} (E_2^j)$. Thus we may write $h = \sum_{\gamma \in \nu^{-1}(j)} \lambda_{\gamma} (\lambda_{\gamma}^{-1} h_{\gamma})$ with $\lambda_{\gamma}^{-1} h_{\gamma} \subseteq c_{\gamma} - z$ and $\lambda_{\gamma}^{-1} h_{\gamma}$ integral by the fact that $\lambda_{\gamma} = 1/q_{\gamma}$ with $q_{\gamma} \in \mathbb{N}$, concluding the proof.

We are finally ready to use the Steinitz Lemma to derive a bound on $\| x^* - z^* \|_1$.

**Theorem 21.** Let $x^*$ be a conf-optimal solution of (HugeCP) with at most $r + \tau$ fractional bricks. Then there exists an optimal solution $z^*$ of (HugeIP) such that

$$\| z^* - x^* \|_1 \leq ((r + \tau)26t^4 \log(t\| E_1^1, \ldots, E_2^r \|_\infty)) (2r)^{r+1}(\| E \|_\infty s)^{3rs}.$$

**Proof.** Denote by $\tilde{E}_1$ the first $r$ rows of the matrix $E(N')$. Let $z^*$ be an optimal integer solution such that $\| z^* - x^* \|_1$ is minimal, let $\uparrow x^*$ be the rise of $x^*$ with at most $(r + \tau) \cdot 26t^3 \log(t\| E_1^1, \ldots, E_2^r \|_\infty)$ fractional bricks (cf. Lemma 19), let $\uparrow z^*$ be a rise of $z^*$, and let $q = \uparrow x^* - \uparrow z^*$.

We want to get into the setting of the Steinitz Lemma, that is, to obtain a sequence of vectors with small $\ell_1$-norm and summing up to zero. To this end, we shall decompose $\tilde{E}_1 q$ in the following way; we stress that we have $\tilde{E}_1 q = 0$. For every integer brick $q^j$ of type $\ell \in [r]$ we have its decomposition $q^j = \sum_{\gamma} q_{\gamma}^j$ into elements of $G(E_2^j)$ by the Positive Sum Property (Proposition 6); for each $q_{\gamma}^j$ append $E_1^{i(\gamma)} q_{\gamma}^j$ into the sequence. For each fractional brick $q^j$ of type $\ell \in [r]$ we have its decomposition $q^j = \sum_{\gamma=1}^{\ell} \alpha_{\gamma} q_{\gamma}^j$, $\alpha_{\gamma} \geq 0$ for each $\gamma$, into elements of $C(E_2^j)$; for each $q_{\gamma}^j$ append $[\alpha_{\gamma}]$ copies of $E_1^{i(\gamma)} q_{\gamma}^j$ into the sequence, and finally append $E_1^1 \{ \alpha_{\gamma} \} q_{\gamma}^j$. Observe that since $\uparrow x^*$ has at most $(r + \tau) \cdot 26t^3 \log(t\| E_1^1, \ldots, E_2^r \|_\infty)$ fractional bricks, so does $q$, and thus we have appended
We will now argue that there cannot be indices $1 \leq \ell \leq m$.

Assume for contradiction that there exist $v, m$ with $i$ because, for every brick $o$ from the rearrangement $(16)$ correspond to integer vectors $\ell$ and Lemma 15 is impossible. To obtain the cycle, for each $p_0$ has $i$ that the sequence $(15)$ can be re-arranged as

$$
\text{Proof of Theorem 5.}
$$

3.4 Algorithm

We first give a description of the algorithm which solves huge $N$-fold IP, then show its correctness, and finally give a time complexity analysis.

\[ f \leq t \cdot (r + \tau) 26 t^3 \log(t\|E_2\|, \ldots, E_2^\|\|_\infty) \leq (r + \tau) 26 t^4 \log(t\|E_2\|, \ldots, E_2^\|\|_\infty) \] fractional vectors into the sequence. Now we have a sequence

$$
o_1, \ldots, o_m, p_{m+1}, \ldots, p_{m+f}
$$

with $m$ integer vectors $o_1, \ldots, o_m$ and $f$ fractional vectors $p_{m+1}, \ldots, p_{m+f}$. Moreover, since, for each $i \in [\tau]$, $C(E_2^i) \subseteq G(E_2^i)$ and $\max_{g \in G(E_2^i)} \|g\|_\infty \leq (2s\|E_2\|_\infty + 1)^s$ \[13, \text{Lemma 2}\], each vector has $\ell_\infty$-norm of $\|E_1\|, \ldots, E_1^\|\|_\infty \cdot (2s\|E_2\|_\infty + 1)^s \leq (2s\|E_\|_\infty + 1)^{s+1}$ and they sum up to $0$. Observe that $(m+f) \cdot \max_{t \in [\tau]} g_\infty(E_2^t) \geq \|q\|_1 = \|x^* - z^*\|_1 \geq \|x^* - z^*\|_1$. We now focus on bounding $m+f$. The Steinitz Lemma \[\text{Lemma 8}\] implies that there exists a permutation $\pi$ such that the sequence $(15)$ can be re-arranged as

$$
v_1, \ldots, v_{m+f},
$$

where $v_i$ is $o_{\pi^{-1}(i)}$ if $i \in [1, m]$ and $p_{\pi^{-1}(i)}$ if $i \in [m+1, m+f]$, respectively, and for each $1 \leq k \leq m+f$ the prefix sum $t_k = \sum_{i=1}^k v_i$ satisfies

$$
\|t_k\|_\infty \leq r(2s\|E\|_\infty + 1)^{s+1}.
$$

We will now argue that there cannot be indices $1 \leq k_1 < \cdots < k_{f+2} \leq f + m$ with

$$
t_{k_1} = \cdots = t_{k_{f+2}},
$$

which implies that $f + m$ is bounded by $f + 1$ times $r$ times the number of integer points of norm at most $r(2s\|E\|_\infty + 1)^{s+1}$ and therefore, denoting $g_\infty(E_2) = \max_{t \in [\tau]} g_\infty(E_2^t)$,

\[
\|x^* - z^*\|_1 \leq \|x^* - z^*\|_1 \leq (f+1) \cdot r (2r(2s\|E\|_\infty + 1)^{s+1} + 1)^r \cdot g_\infty(E_2) \\
\leq ((r + \tau) 26 t^4 \log(t\|E_2\|, \ldots, E_2^\|\|_\infty) \cdot (2r(2s\|E\|_\infty + 1)^{s+1} + 1)^r \cdot (2s\|E\|_\infty + 1)^{s+1} \\
\leq ((r + \tau) 26 t^4 \log(t\|E_2\|, \ldots, E_2^\|\|_\infty) (2r)^{r+1}(\|E\|_\infty s)^{3r}.
\]

Assume for contradiction that there exist $f+2$ indices $1 \leq k_1 < \cdots < k_{f+2} \leq f + m$ satisfying $(17)$. By the pigeonhole principle there must exists an index $k_\ell$ such that all the vectors

$$
v_{k_{\ell+1}}, \ldots, v_{k_{\ell+1}}
$$

from the rearrangement (16) correspond to integer vectors $o_{\pi^{-1}(p)}$ for $p \in [k_\ell + 1, k_{\ell+1}]$. We will show that this corresponds to a cycle $h$ of $\uparrow x^* - \uparrow z^*$ which by the minimality of $\|x^* - z^*\|_1$ and Lemma 15 is impossible. To obtain the cycle, for each $p \in [k_\ell + 1, k_{\ell+1}]$, let $i(p), j(p)$, and $\ell(p)$ be such that $o_{\pi^{-1}(p)} = E_{\ell(p)} \cdot g_{j(p)}^{i(p)}$. Initialize $h := 0 \in \mathbb{Z}^{N^t}$ and, for each $p \in [k_\ell + 1, k_{\ell+1}]$, let $h^{i(p)} := h^{i(p)} + g_{j(p)}^{i(p)}$. Now we check that $h$ is, in fact, a cycle. First, to see that $E^{(N')}h = 0$, we have $E_2^t h^t = 0$ for every brick $i \in [N^t]$ of type $\ell$ by the fact that $h^t$ is a sum of $g_{j(p)}^{i(p)} \in G(E_2^t) \subseteq Ker(E_2^t)$, and we have $E_2 h = 0$ by the fact that $t_{k_\ell} = t_{k_{\ell+1}}$ and thus $\sum_{p \in [m+f]} E_{\ell(p)} \cdot g_{j(p)}^{i(p)} = 0$. Second, $h \subseteq q$ because, for every brick $i \in [N^t]$, $h^i$ is a sign-compatible sum of elements $g_{j(p)}^i \subseteq q_i$.

3.4 Algorithm

Proof of Theorem 5. We first give a description of the algorithm which solves huge $N$-fold IP, then show its correctness, and finally give a time complexity analysis.
**Description of the Algorithm.** First, obtain an optimal solution \( \mathbf{y} \) of \([\text{ConfILP}]\) and from it a conf-optimal solution \( \mathbf{x}^* = \varphi(\mathbf{y}) \) with at most \( r + \tau \) fractional bricks by Lemma 12. Applying Theorem 21 to \( \mathbf{x}^* \) guarantees the existence of an integer optimum \( \mathbf{z}^* \) satisfying

\[
\| \mathbf{x}^* - \mathbf{z}^* \|_1 \leq P := ((r + \tau)26t^4 \log(t|E_1^1, \ldots, E_2^2|_\infty)) (2r)^{r+1} (\|E\|_\infty s)^{3rs}. \tag{18}
\]

This implies that \( \mathbf{z}^* \) differs from \( \mathbf{x}^* \) in at most \( P \) bricks. The idea of the algorithm is to “fix” the value of the solution on “almost all” bricks and compute the rest using an auxiliary \( \tilde{N} \)-fold IP problem with a polynomial \( \tilde{N} \).

Formally, our goal is to compute an optimal solution \( \mathbf{z} \) of \([\text{HugeIP}]\) represented succinctly by multiplicities of configurations, or in other words, as a solution \( \zeta \) of \([\text{HugeIP}]\). Denote by \( \mathbf{y}_\sim \) the vector whose coordinates are defined by setting, for every type \( i \in [\tau] \) and every configuration \( \mathbf{c} \in C_i \),

\[
\mathbf{y}_\sim(i, \mathbf{c}) = \max\{0, |y(i, \mathbf{c})| - P\}
\]

This leaves us with \( \|\mathbf{y}_\sim\|_1 - \|\mathbf{y}_\sim - \mathbf{y}\|_1 \leq |\text{supp}(\mathbf{y})|P \leq (r + \tau)P =: \tilde{P} \) bricks to determine. Let \( \zeta = \mathbf{y} - \mathbf{y}_\sim, \tilde{\mathbf{x}} = \varphi(\zeta), \) and \( \tilde{N} = \|\zeta\|_1 \). Construct an auxiliary \( \tilde{N} \)-fold IP instance with the same blocks \( E_1^i, E_2^i, i \in [\tau] \), by, for each brick \( \tilde{\mathbf{x}}^j \) of type \( i \), setting

- \( \tilde{f}^j = f^i \),
- \( \tilde{b}^j = b^i \),
- \( \tilde{r}^j = \mathbf{l}^i \),
- \( \tilde{u}^j = \mu^i \).

We say that such a brick was `derived from type ` \( i \). Let \( \tilde{b}^0 = b^0 - \sum_{i=1}^\tau \sum_{\mathbf{c} \in C_i} \zeta(i, \mathbf{c})E_1^i\mathbf{c} \).

After obtaining an optimal solution \( \tilde{\mathbf{z}} \) of this instance we update \( \zeta \) as follows. For each brick \( \tilde{\mathbf{z}}^j \) derived from type \( i \), increment \( \zeta(i, \tilde{\mathbf{z}}^j) \) by one.

**Correctness.** By \([18]\) it is correct to assume that there exists a solution \( \zeta \) of \([\text{ConfILP}]\) which has \( \zeta(i, \mathbf{c}) \geq \max\{0, |y(i, \mathbf{c})| - P\} \) for each \( i \in [\tau] \) and \( \mathbf{c} \in C_i \). Thus we may do a variable transformation of \([\text{ConfILP}]\) \( \zeta = \zeta + \mathbf{y}_\sim, \) obtaining an auxiliary \([\text{ConfILP}]\) instance

\[
\min \mathbf{v}(\zeta + \mathbf{y}_\sim) : B(\zeta + \mathbf{y}_\sim) = \mathbf{d}, 0 \leq \zeta.
\]

The auxiliary huge \( \tilde{N} \)-fold instance is simply the instance corresponding to the above, and the final construction of \( \zeta \) corresponds to the described variable transformation.

**Complexity.** Since \( \|\zeta\|_1 \leq \tilde{P} \), we can obtain an optimal solution \( \tilde{\mathbf{z}} \) of the auxiliary instance in time \((\|E\|_\infty^4rs)^{O(rs^2+rs^2)}(t\tilde{P}) \log(t\tilde{P})\langle f_{\max}, \tilde{b}, \tilde{l}, \tilde{u} \rangle \) \([16\text{, Corollary 91}]\). Let us now compute the time needed altogether. To solve \([\text{ConfILP}]\), we need time

\[
(\|E\|_\infty^4s)^{O(s)}(rt\tau\langle f_{\max}, \mathbf{l}, \mathbf{b}, \mu \rangle)^{O(1)}.
\]

To solve the auxiliary instance above, we need time

\[
(\|E\|_\infty^4rs)^{O(rs^2+rs^2)}(t\tilde{P}) \log(t\tilde{P})\langle f_{\max}, \tilde{b}, \tilde{l}, \tilde{u} \rangle, \quad \text{where,}
\]

\[
\tilde{P} = (r + \tau)P = (r + \tau)\left((r + \tau)26t^4 \log(t|E_1^1, \ldots, E_2^2|_\infty)) (2r)^{r+1} (\|E\|_\infty s)^{3rs} \right)
\]

Hence we can solve huge \( N \)-fold IP in time at most

\[
(\|E\|_\infty^4rs)^{O(rs^2+rs^2)}(t\tau\langle f_{\max}, \mathbf{l}, \mathbf{b}, \mu \rangle)^{O(1)}.
\]
4 Part 4 of Theorem 1

Proof idea for Part 4 of Theorem 1. Our proof builds on a Structure Theorem of Goemans and Rothvoß (Proposition 60) and the idea of the proof of their main theorem [23, Theorem 2.2]. The Structure Theorem applies to the single-type setting and says (translated into the setting of MIMO) that for any solution $\lambda$ corresponding to a decomposition of $n$, there exists a solution $\hat{\lambda}$ whose support mostly lies within a precomputable and not-too-large set $Y$ of “important” configurations.

We first extend the Structure Theorem into the multitype setting (Lemma 61), and then use it as follows. For each type $i$, we compute the set of “important” configurations $Y^i$, and then guess from it a small subset of configurations which will appear in the solution. Using this, we construct an ILP in small dimension, solve it using Kannan’s algorithm, and derive from it an optimal solution $\lambda$. We take special care to enforce the multiplicity constraint (i.e., $\|\lambda^i\|_1 = \mu^i$, for each $i \in [\tau]$) and argue how to encode a linear and a fixed-charge objective.

Remark: Goemans and Rothvoß prove a similar statement [23, Corollary 5.1] to Part 4 of Theorem 1 where the input $n$ and the coefficients $w$ have to be given in unary if one desires an FPT algorithm, whereas in our case they can be given in binary. The difference is that they invoke the Structure Theorem on a polytope $P$ which is a disjunctive formulation of the union of polyhedra $P^1 \cup \cdots \cup P^\tau$. This disjunctive construction however introduces a large coefficient, increasing $\Delta$. Similarly, a linear objective could be handled in their setting by introducing an extra variable $x_{d+1}$ and setting $x_{d+1} = wx$, but this constraint would again increase $\Delta$. We circumvent both of these limitations by using the Structure Theorem directly.
5 Applications: Scheduling, Bin Packing, and Surfing

In this section we present an extended exposition of using MIMO as a modeling tool. The majority of our focus is on the setting of high multiplicity non-preemptive scheduling (Sections 5.1 and 5.2), where we begin with structural observations and gradually extend them to increasingly complex scenarios and objective functions. Each subsection culminates with a “modeling lemma” which links the parameters of a MIMO instance we have constructed with the parameters of the problem instance it encodes. A straightforward application of Theorem then gives an “effective theorem”, stating the thus obtained FPT algorithms.

Used Techniques. In order to provide MIMO models for scheduling problems with release times and due dates we study the structural properties of such schedules. A notion of a schedule cycle has been introduced by Goemans and Rothvoß. Since parameterized scheduling algorithms have not been their focus, their structural observation about scheduling cycles is relatively basic. We prove stronger structural results which allow us for example to reduce the largest coefficient in our models. Moreover, the fact that part of Theorem applies to MIMO models with certain convex objectives allows us to express more complicated scheduling objectives such as ∑ w_j C_j.

5.1 Makespan Minimization and Related Objectives

We begin by observing the structure of a schedule on a single machine (Lemma). This allows us to restrict our attention to so-called regular schedules which can be decomposed into a small number of schedule cycles. We then study the set C of all potential cycles of a schedule and provide some basic observations about them. We guess the correct value C_max of the objective and “trim” the instance accordingly (i.e., no due date is after C_max). Using the above we provide a MIMO model describing an assignment of jobs to cycles. To connect the feasible solutions of this MIMO model to feasible schedules, we provide an algorithm which, given a solution to our model, yields an admissible schedule with the same makespan. Finally, we discuss a different representation of the scheduling instance in which machines have speeds and we alter the previous model to capture this feature. This is done via “time scaling” which only affects the right hand sides of our model, meaning the coefficients are not increased even though the model now potentially encodes jobs with large job size (corresponding to jobs on slow machines). This, in turn, allows us to show tractability of a wider range of instances.

We first describe the idea for the problem R|r_j^i, d_j^i|C_max without speeds. Let us define the problem:
Makespan Minimization on Unrelated Machines \( (R|r^i_j,d^i_j|C_{\text{max}}) \)

**Input:** There are \( \kappa \) kinds of machines and \( d \) types of jobs. The number of machines of kind \( i \in [\kappa] \) is \( \mu^i \) and the number of jobs of type \( j \in [d] \) is \( n_j \), with \( \mu = (\mu^1, \ldots, \mu^\kappa) \) and \( n = (n_1, \ldots, n_d) \), hence there are \( m = \|\mu\|_1 \) machines and \( n = \|n\|_1 \) jobs. Each job type is specified by three vectors giving its size, release time, and due date on each machine kind, i.e., for each \( j \in [d] \) given are vectors \( p_j = (p_j^1, \ldots, p_j^\kappa) \in (\mathbb{N} \cup \{\infty\})^\kappa \), \( r_j = (r_j^1, \ldots, r_j^\kappa) \in \mathbb{N}^\kappa \), and \( d_j = (d_j^1, \ldots, d_j^\kappa) \in \mathbb{N}^\kappa \).

**Find:** A non-preemptive schedule of all of the jobs on the specified \( m \) machines (if one exists) minimizing the time when the last job finishes (i.e., the makespan) such that processing a job of type \( j \) on a machine of kind \( i \) does not start prior to \( r^i_j \) and finishes no later than \( d^i_j \).

Recall that \( 0 \in \mathbb{N} \), so, for example, a release time 0 is allowed. We use \( J \) to denote an individual job and use \( r^i(J) \) to denote the release time of \( J \) on a machine of kind \( i \), that is, \( r^i(J) = r^i_j \) if \( J \) is of type \( j \), and define \( d^i(J) \) similarly. The set of all jobs is denoted \( \mathcal{J} \). A schedule of \( \mathcal{J} \) is a mapping \( \sigma \) that to each job \( J \in \mathcal{J} \) assigns a machine and a time interval of size \( p^i(J) \) if the machine is of kind \( i \in [\kappa] \), which satisfies the following conditions. Let \( \lambda(J) \) be the left end point (i.e., the start) of an interval assigned by \( \sigma \) to \( J \) and \( \rho(J) \) be its right end point. Then \( \sigma \) must satisfy

- \( r^i(J) \leq \lambda(J) < \rho(J) \leq d^i(J) \) and \( \rho(J) = \lambda(J) + p^i(J) \) for each job \( J \in \mathcal{J} \) if \( J \) is scheduled by \( \sigma \) to a machine of kind \( i \), and
- for every machine, the interiors of intervals corresponding to jobs assigned to it do not overlap.

The number \( d^i_j \) is called a due date or a deadline in the literature. The distinction usually is that in the former case, a job can be scheduled after the due date, but this incurs a penalty, while in the latter case a job can never be scheduled after a deadline. Because we deal with both scenarios but the distinction is clear from which scheduling objective is optimized, we choose to always use the term due date.

We assume \( p^i_j < \infty \) for all \( i \in [\kappa] \) and all \( j \in [d] \) by the following argument. Suppose there is a job type \( j \) with \( p^i_j = \infty \) for some machine kind \( i \). This means no job of type \( j \) can be scheduled to run on a machine of kind \( i \). We alter the given instance by setting \( p^i_j = 1 \) and \( r^i_j = d^i_j = r^i_j \), where \( j' \in [d] \) is a job type with \( p^i_j' < \infty \) (note that such a job type exists, since otherwise we may omit the machine kind \( i \) completely as no job can be scheduled on any of these machines). Thus, from now on we suppose \( p^i_j \in \mathbb{N} \), in particular, \( p_{\max} = \max_{i \in [\kappa]} \max_{j \in [d]} p^i_j \) is finite and well defined.

A cycle \( C \) is a sequence of jobs for which there exists a permutation of job types \( \pi : [d] \to [d] \) such that in \( C \) there are first jobs of type \( \pi(1) \), then jobs of type \( \pi(2) \), and so forth, up to type \( \pi(d) \) (with some of these subsequences of jobs of type \( \pi(j) \) possibly empty). As long as we discuss the \( C_{\text{max}} \) objective, the permutation \( \pi \) plays no role and we may assume that \( \pi(j) = j \) for each \( j \in [d] \). We will later see what role the permutation \( \pi \) plays in other objectives. Furthermore, we require the jobs assigned to one cycle to be executed one after another, in particular, there is no idle time on the machine during the execution of (the job set of) a cycle. We stress that the number of jobs of any type in a cycle can be 0, in fact, a cycle does not have to contain any jobs at all. The significance of a cycle is that on a machine of kind \( i \) only a cycle entirely contained in \((r^i_j, d^i_j)\) may contain a job of type \( j \). A cycle decomposition \( \mathcal{D} \) of a schedule \( \sigma \) is a partition of the jobs of \( \sigma \) into cycles. This decomposition is typically not unique and our main structural result guarantees the existence
of a cycle decomposition with several useful properties. Goemans and Rothvoß showed that any schedule admits a cycle decomposition with at most \(4d\) cycles (observe that a cycle decomposition with at most \(n\) cycles is trivial by having a cycle for each job).

From now on we fix a machine kind \(i \in [\kappa]\). We will now reason about a schedule on a single machine of kind \(i\) with the goal of describing the set of configurations of jobs on this machine using linear constraints, hence giving a description of a polytope \(P^i\), which will then be used to construct a MIMO instance. We define the set \(T = \{r_j^i, d_j^i \mid j \in [d]\}\) of critical times\(^2\), note that \(|T| \leq 2d\).

Let \(C\) be a cycle in any cycle decomposition of any schedule of jobs on this machine. By \(\lambda(C)\) we denote the left end of \(C\), that is, the time when the first job of \(C\) starts being processed and by \(\rho(C)\) we denote the completion time of the last job in \(C\); we say \(\rho(C)\) is the completion time of \(C\). Note that \(\rho(C) - \lambda(C) = \sum_{i \in C} p_j^i(J)\). A cycle \(C\) is internal if there is no critical time in the interval \((\lambda(C), \rho(C))\) (i.e., \(T \cap (\lambda(C), \rho(C)) = \emptyset\)) and is external otherwise. For a single machine of kind \(i \in [\kappa]\), a vector \(x \in \mathbb{N}^d\) defines a scheduling instance with \(x_j\) jobs of type \(j\), for \(j \in [d]\). For short, we say that a schedule \(\sigma\) of this instance is a schedule of \(x\). We index cycles according to their starting times, e.g., the “first” cycle is the one containing the earliest scheduled job, and saying a cycle is odd or even refers to it having an odd or even index, respectively. A gap in a schedule \(\sigma\) is a maximal time interval \(I\) in \(\sigma\) such that no job starts nor ends in \(I\).

We index the critical times non-decreasingly as \(T = \{t_1, \ldots, t_{|T|}\}\) with \(t_k < t_{k+1}\) for all \(1 \leq k \leq |T| - 1\).

**Definition 2** (S-regular decomposition, S-regular schedule). Let \(\sigma\) be a schedule, \(\mathcal{D}\) be its decomposition, and \(S \subseteq \mathbb{R}_{\geq 0}\). We say that \(\mathcal{D}\) is a regular decomposition if it contains at most \(4d - 3\) cycles, the interval \([t_\ell, t_{\ell+1}]\) contains at most one internal cycle for each \(\ell \in [|T| - 1]\), and every external cycle contains at most one job. We say \(\mathcal{D}\) is S-regular if it is regular and \(\forall C \in \mathcal{D}, \lambda(C) \in S\). We say that \(\sigma\) is regular or S-regular schedule if it has a regular or S-regular decomposition, respectively.

**Lemma 22.** Let \(x \in \mathbb{N}^d\) and \(\sigma'\) be a schedule of \(x\). Then there exists an \(\mathbb{N}\)-regular schedule \(\sigma\) of \(x\) with not larger completion time as \(\sigma'\).

**Proof.** Let \(\mathcal{D}'\) be any cycle decomposition of \(\sigma'\) (e.g., each job in a separate cycle). We will transform \(\sigma'\) and \(\mathcal{D}'\) into \(\sigma\) and its \(\mathbb{N}\)-regular decomposition \(\mathcal{D}\) in several steps. First, we describe how to ensure that

- for every two consecutive critical times \(t_k, t_{k+1}\) there is at least one (possibly empty) cycle in \((t_k, t_{k+1})\), or
- there exists an external cycle containing both \(t_k\) and \(t_{k+1}\).

Clearly, if \(t_k\) is contained in a different cycle than \(t_{k+1}\), then we may insert an empty internal cycle at the completion time of the cycle containing \(t_k\). Furthermore, by splitting cycles we may assume that external cycles are either empty or contain exactly one job.

Observe that now there are at most \(|T| - 2\) external cycles, because an external cycle must contain a critical time other than \(t_1\) or \(t_{|T|}\) in its interior, and there are \(|T| - 2\) of these.

Regarding internal cycles, note that any two consecutive cycles \(C^1, C^2\) in a time interval \((t_k, t_{k+1})\) for some \(k \in [|T| - 1]\) can be merged by permuting the jobs in \(C^1 \cup C^2\). This merging is possible

\(^2\)Because \(T\) depends on the machine kind \(i\), it would be more precise to call it \(T^i\), and similarly for other objects we shall define. We omit the superscript for brevity.
as all jobs in \( C^1 \cup C^2 \) were released at time at most \( t_k \) and have due dates of at least \( t_{k+1} \), and
the total size of jobs does not increase as a result of this permuting. There are \(|T| - 1\) intervals
\((t_k, t_{k+1})\) with \( k \in [|T| - 1] \), hence at most \(|T| - 1\) internal cycles, hence \((|T| - 2) + (|T| - 1)\) cycles
in total, and by \(|T| \leq 2d\) the bound of \( 4d - 3\) follows.

Finally, we ensure that for each cycle \( C \in \mathcal{D}' \), \( \lambda(C) \in \mathbb{N} \), i.e., \( \mathbb{N}\)-regularity. Say that a \( t \in T \) is
permissible for \( C \) if no job in \( C \) has a release time larger than \( t \). Now simply repeatedly pick \( C \in \mathcal{D}'\)
with smallest \( \lambda(C) \) such that \( \lambda(C) \not\in \mathbb{N} \) and shift it to the left such that \( C \) starts at the larger of
either the closest smaller \( \rho(C') \) for \( C' \in \mathcal{D}' \), or the smallest permissible \( t \in T \). This shifting must
be possible because no job runs in the time between \( \lambda(C) \) and its new starting time, and since
both \( \rho(C') \) and all \( t \in T \) are integral, the new \( \lambda(C) \) must now also be integral. Since the smallest
\( \lambda(C) \not\in \mathbb{N} \) increases in each iteration, we must terminate in at most \(|\mathcal{D}'|\) steps, the new schedule
satisfies the required property, and the completion time has not increased. \( \square \)

**Cycle Structure.** Let us now make a few more observations about regular cycle decompositions,
and introduce some helpful notation. If \(|t_{k+1} - t_k| \geq p_{\text{max}}\) holds for two consecutive critical times,
then there is an internal cycle between them, because an external cycle can contain at most one job.
Furthermore, each critical time is either contained in the interior of an external cycle or it is the
left end point of one cycle and the right end point of another cycle (either internal or external with
both options possible). Of course, the machine can in general have some idle time in the schedule
before/after a critical time. We always think of the schedule in a left-to-right manner in such a way
that \( t_1 \) is the leftmost point in the schedule and \( t_{|T|} \) is the rightmost point in the schedule. For an
overview of the structure of a regular cycle decomposition of a schedule cf. Figure 1.

Lemma 22 allows us to restrict our attention to regular schedules. Let us define a set \( \mathcal{C} \) of
potential cycles, which capture all possible ways how cycles may contain or intersect the critical
times \( T \). We caution that cycles and potential cycles are quite different objects: a cycle is a
schedule of a job set into a time interval, whereas a potential cycle is merely a time interval. Hence
\( \mathcal{C} \) is defined independently of any particular schedule \( \sigma \). Crucially, in any schedule \( \sigma \) each cycle
corresponds to some potential cycle (we say that it is a realization of this potential cycle), and
in regular schedules (but not in general) each potential cycle has at most one realization in \( \sigma \).
In order not to introduce extra notation, we denote the potential cycles and their realizations
in a particular schedule identically. The set \( \mathcal{C} \) is defined as \( \mathcal{C} = \mathcal{C}^{\text{int}} \cup \mathcal{C}^{\text{ext}} \), with \( \mathcal{C}^{\text{int}} \) potential
internal cycles, and \( \mathcal{C}^{\text{ext}} \) potential external cycles, which are themselves defined as follows. We set
\( \mathcal{C}^{\text{int}} = \left\{ C^{\text{int}}_1, \ldots, C^{\text{int}}_{|T| - 1} \right\} \) with one \( C \in \mathcal{C}^{\text{int}} \) for every potential internal cycle, i.e., for every interval
\((t_k, t_{k+1}), k \in [|T| - 1]\). We set \( \mathcal{C}^{\text{ext}} = \left\{ C^{\text{ext}}_{k, \ell} \mid k, \ell \in \{2, 3, \ldots, |T| - 1\}, k \leq \ell \right\} \), where \( C^{\text{ext}}_{k, \ell} \) is a
potential external cycle containing all the critical times \( t_k, \ldots, t_\ell \) in the interior of its interval.

To elucidate the meaning of potential cycles, consider the two potential external cycles \( C^{\text{ext}}_{2,3} \) and
\( C^{\text{ext}}_{3,4} \). Clearly, in any schedule \( \sigma \) both cycles cannot be realized, since both would have to contain \( t_3 \).
However, the idea of the set \( \mathcal{C} \) is that in any regular schedule, any external cycle will be a
realization of one from \( \mathcal{C}^{\text{ext}} \), and similarly for internal cycles.

For each \( C \in \mathcal{C} \) we define \( \text{left}(C) \) to be the index of the largest critical time that is smaller
or equal to the start of execution of the first job in \( C \) and we define \( \text{right}(C) \) to be the index of
the smallest critical time that is larger or equal to the completion time of the last job in \( C \). For
example we have \( t_k = t_{\text{left}(C^{\text{int}}_k)}, t_k = t_{\text{right}(C^{\text{int}}_{k+1})}, \) and \( k = \text{right}(C^{\text{ext}}_{k+1, \ell}) \) (for any \( \ell \geq k + 1 \)). It is
worth noting that since in regular cycle decompositions external cycles are allowed to contain at
Figure 1: Visualization of interleaving internal and external potential cycles in a regular cycle decomposition. Red and orange potential cycles are internal ($C^{\text{int}}$), blue and purple potential cycles are external ($C^{\text{ext}}$). Red and blue cycles have realizations in the example schedule while orange and purple have no realization in this schedule (see the schedule on the bottom). For clarity we partition the set $C^{\text{ext}}$ into layers $C^{\text{ext}}_0, C^{\text{ext}}_1, \ldots$, according to the difference between their indices, i.e., $C^{\text{ext}}_{k,\ell} \in C^{\text{ext}}_{\ell-k}$.

most one job, we have $t_{\text{right}(C)+1} - t_{\text{left}(C)} - 1 < p_{\text{max}}$ for each $C \in C^{\text{ext}}$. The discussion above thus shows:

**Lemma 23.** Let $x \in \mathbb{N}^d$ and $\sigma'$ be a schedule of $x$. Then there is an $N$-regular schedule $\sigma$ with the same makespan and an $N$-regular cycle decomposition $\mathcal{D}$ of $\sigma$ such that each of its cycles is a realization of some $C \in \mathcal{C}$, and each $C \in \mathcal{C}$ has at most one realization in $\sigma$.

**Modeling Idea.** Lemma 23 says that every regular schedule has a decomposition into cycles which are realizations of potential cycles $\mathcal{C}$. Observe that $|\mathcal{C}| = O(d^2)$, that is, its size is bounded solely in terms of $d$, the number of job types. Hence, we want to find an assignment of jobs to potential cycles in $\mathcal{C}$ in such a way that these cycles can be realized to form a schedule. There are two constraints that need to be enforced:

1. a job $J$ can only be assigned to a cycle $C$ which is contained in $(r^i(J), d^i(J))$,

2. the combined size of jobs assigned to each cycle is sufficiently small so that the cycles can be arranged to form a schedule.

As for the first constraint, we can directly use the $\text{left}(C)$ and $\text{right}(C)$ operators to enforce it. The second task is more involved, since it demands that the cycles obey their limitations (e.g., the total size of jobs assigned to the cycle $C^{\text{int}}_k$ is at most $t_{k+1} - t_k$) or for example if a job is assigned to the cycle $C^{\text{ext}}_{2,4}$, then all of the cycles $C^{\text{ext}}_2, C^{\text{int}}_3, C^{\text{ext}}_{2,2}, C^{\text{ext}}_{3,3}, C^{\text{ext}}_{4,4}, C^{\text{ext}}_{2,3}$, and $C^{\text{ext}}_{3,4}$ must be empty (i.e., no job can be assigned to any of these cycles).
When can a job be in a cycle? We introduce a binary indicator constant $\chi_{j,C}^i \in \{0,1\}$ expressing whether jobs of type $j$ can be assigned to a potential cycle $C \in \mathcal{C}$:

$$\chi_{j,C}^i = \begin{cases} 1 & \text{if } C = C_{k}^{\text{int}}, \text{ and } r_j^i \leq t_k, t_{k+1} \leq d_j^i, \\ 1 & \text{if } C = C_{r,k}^{\text{ext}}, \text{ and } r_j^i \leq t_{k-1}, t_{k+1} \leq d_j^i, t_{k+1} - t_{k-1} \geq p_j^i, t_k - t_{k+1} \leq p_j^i - 2 \\ 0 & \text{otherwise}. \end{cases}$$ (19)

Intuitively, a job of type $j$ is allowed to be assigned to a cycle $C$ if $C$ is contained in $(r_j^i,d_j^i)$, and if it is an external cycle, then additionally we require that $|t_{\text{right}}(C) + 1 - t_{\text{left}}(C) - 1| \geq p_j^i$ so that the (single) job fits into $C$ but $|t_{\text{right}}(C) - t_{\text{left}}(C)| \leq p_j^i - 2$ so $t_{\text{right}}(C), t_{\text{left}}(C)$ could be interior points of the interval of processing a job of type $j$ on this machine.

We say that two potential cycles $C, C' \in \mathcal{C}$ are incompatible and write $C \not\sim C'$ if there is no schedule realizing both $C$ and $C'$. This is for example the case of $C_{3,1}^{\text{int}}$ and $C_{2,4}^{\text{ext}}$ in the example above. Next, for a cycle $C$ and a critical time $t_k$ we say $C$ ends before $t_k$ (write $C \act \triangleleft t_k$) if $t_{\text{right}}(C) \leq t_k$. Furthermore, we write $t_k \triangleleft C$ if $C$ starts after $t_k$, that is, if $t_k \leq t_{\text{left}}(C)$. Thus, we have for example $C_{1,3}^{\text{int}} \act \triangleleft t_3$ but not $C_{2,2}^{\text{ext}} \triangleleft t_2$ and $t_2 \triangleleft C_{6,6}^{\text{ext}}$ but not $t_3 \triangleleft C_{3,3}^{\text{ext}}$.

5.1.1 The MIMO model

We guess the value $\bar{C}_{\max}$ of the optimal makespan with $\min_{i \in [\kappa]} \max_{j \in [d]} r_j^i < \bar{C}_{\max} \leq \max_{i \in [\kappa]} \max_{j \in [d]} d_j^i$, and we construct a MIMO instance which is feasible if a schedule with makespan at most $\bar{C}_{\max}$ exists. The optimal makespan $\bar{C}_{\max}$ is then found by binary search at an additional polynomial factor in the time complexity. Alter the input instance as follows. For each machine kind $i \in [\kappa]$ and job type $j \in [d]$, set $d_j^i = \min(d_j^i, \bar{C}_{\max})$. Note that if there is a schedule after this change, then its makespan is at most $\bar{C}_{\max}$. Recall that a MIMO instance is defined via $\tau$ polytopes, objective functions, and multilicities, and here the number of polytopes $\tau$ is the number of machine kinds $\kappa$. The machine multiplicities $\mu^i$ translate directly to the MIMO multiplicities $\mu^i$. For the makespan scheduling objective, the MIMO instance will not have any objective (i.e., it will be a feasibility instance). Thus, it remains to give a description of the polytope $P^i$ for each $i \in [\kappa]$. Recall that $P^i$ has $d + d^i$ dimensions, and in our description the first $d$ variables will always correspond to a configuration vector, i.e., the vector of multiplicities of jobs of each type scheduled on a single machine. The remaining variables are auxiliary and encode an $\mathbb{N}$-regular cycle decomposition. Goe- mans and Rothvöß [23] note that these auxiliary variables are in fact necessary, because the set of configurations is not convex. Next, we list the (integer) variables we use to describe the set of configurations of jobs on a single machine of kind $i$:

- $x_j^i$ for each job type $j \in [d]$ denotes the number of jobs of type $j$ in a configuration,
- $y_{j,C}^i$ for each potential cycle $C \in \mathcal{C}$ denotes the number of jobs of type $j$ in a realization of $C$ on this machine,
- $z_C^i$ for each potential external cycle $C \in \mathcal{C}^{\text{ext}}$ is a binary indicator of whether $C$ has a non-empty realization, i.e., $z_C^i = 1$ if and only if exactly one job is assigned to $C$.

Clearly the $x_j^i$ variables are obtained by aggregation of the $y_{j,C}^i$ variables over all $C \in \mathcal{C}$. The
following constraints use the constants $\chi_{i,C}^j$ to enforce the intended meaning of definition (19):

\[
x_j = \sum_{C \in \mathcal{C}} y_{j,C}^i \quad \forall j \in [d] \tag{20}
\]

\[
z_C^i = \sum_{j \in [d]} y_{j,C}^i \quad \forall C \in \mathcal{C}^{\text{ext}} \tag{21}
\]

\[
0 \leq y_{j,C}^i \leq \chi_{i,C}^j \cdot n_j \quad \forall j \in [d], \forall C \in \mathcal{C} \tag{22}
\]

\[
0 \leq z_C^i \leq 1 \quad \forall C \in \mathcal{C}^{\text{ext}} \tag{23}
\]

\[
y_{j,C}^i, z_C^i, x_j \in \mathbb{N} \quad \forall j \in [d], \forall C \in \mathcal{C} \tag{24}
\]

Note that constraints (21) enforce that a (binary) variable $z_C^i$ is set to 1 if and only if at least one job is assigned to the cycle $C$ and, moreover, at most one job can be assigned to $C$ by (23). We now use another set of constraints to forbid assigning jobs to cycles contained in an external potential cycle with a non-empty realization. We note that the largest coefficient of the following constraint is $p_{\text{max}}$, which is one of the important improvements of our approach over the one of Goemans and Rothvoß:

\[
\sum_{C \in \mathcal{C}^{\text{ext}}} \sum_{j=1}^{d} y_{j,C}^i \leq p_{\text{max}} \cdot (1 - z_C^i) \quad \forall C \in \mathcal{C}^{\text{ext}} \tag{25}
\]

It is worth noting that, since each external cycle $C$ can contain at most one job, no cycle $C'$ which is incompatible with $C$ can contain jobs whose total size amounts to more than $p_{\text{max}}$; and thus, the constraints (25) do not restrict such a cycle $C'$ if $z_C^i = 0$. Finally, we have to ensure that it is possible to arrange the cycles (which are now all compatible) into a schedule. To this end we add the following constraints.

\[
\sum_{j \in [d]} \sum_{t_\ell < C < t_k} p_j \cdot y_{j,C}^i \leq t_k - t_\ell \quad \forall k, \ell \in [|T|], \ell < k \tag{26}
\]

We stress here that in this condition in the sum in the left hand-side we sum over all cycles with $t_\ell < C < t_k$, i.e., both internal and external cycles.

**From Vectors to Schedules.** Now we are going to describe how to interpret a vector $(x, y, z)$ satisfying constraints (21)–(26) as a schedule. Fix a vector $(x, y, z)$ satisfying (21)–(26). Recall that a schedule for a particular fixed machine is a mapping of jobs to non-overlapping time intervals (except for their endpoints). We begin by defining a total (linear) order $\prec$ on $\mathcal{C}$ as follows:

\[
C_{1}^{\text{int}} \prec C_{2}^{\text{ext}} \prec C_{3}^{\text{ext}} \prec \cdots \prec C_{|T|-1}^{\text{ext}} \prec C_2^{\text{int}} \prec \cdots \prec C_{|T|-1}^{\text{int}},
\]

that is, $C_k^{\text{int}} \prec C_{\ell}^{\text{int}}$ if $k < \ell$, $C_k^{\text{int}} \prec C_{\ell,k}^{\text{ext}}$ if $\ell < \hat{\ell}$, and $C_{\ell,k}^{\text{int}} \prec C_{\ell,k}^{\text{ext}} \prec C_k^{\text{int}}$ if $k < \ell$ and $\bar{k} \geq \ell$. Now, given a vector $y$ we define a mapping $\sigma(y)$ by incrementally processing the potential cycles $\mathcal{C}$ in the order $\prec$ as shown in Algorithm [Algorithm 1] (Note that although Algorithm [Algorithm 1] runs in time polynomial in $n$ and not log $n$, this is not an issue since its purpose is to define the mapping $\sigma$, which is only used to prove the correctness of the constructed model. Moreover, it is not difficult to see how to modify Algorithm [Algorithm 1] to run in time polynomial in log $n$ and return a compact encoding of the mapping $\sigma$.) We are going to prove later that if a schedule for $y$ exists, then $\sigma(y)$ is a schedule, however, it
Algorithm 1: Computing a schedule from a vector satisfying (20)–(26). The function endOf returns the completion time of the schedule it is given.

```python
def σ(i, y):
    σ ← ∅
    foreach C ∈ C in order ≺ if y_C ≠ 0 do
        handleCycle(i, σ, C, y_C)
    return σ

def handleCycle(i, σ, C, y_C):
    for j = 1 to d do
        for ℓ = 1 to y_j,C do
            Start
            t ← max(endOf(σ), left(C))
            σ ← σ ∪ { (j, [t, t + p_i,j]) }
```

It is worth noting that in such case σ(y) is not necessarily a unique schedule corresponding to the cycle decomposition encoded by y. Notice that (due to the line Start of Algorithm 1) the produced schedule is “left aligned”. Left aligned schedules are very natural and, even though this is not the case for the objective $C_{\text{max}}$, may have better objective values (e.g., for $\sum C_j$). This is formalized in the following lemma. We assume each machine is idle in the time interval $(-\infty, 0)$. Note that Lemma 24 does not yet prove that $σ(y)$ is a schedule, but will be used for that purpose later.

**Lemma 24.** Fix a machine of kind $i$ and let $σ(y)$ be as defined by Algorithm 1. Then, for each job $J$ assigned by $σ(y)$ there exists a critical time $t(J) ∈ T$ such that the machine is

- busy from $t(J)$ to the time when $J$ begins to be processed, and
- idle for at least one time unit right before $t(J)$, that is, no job is processed during time $(t(J) - 1, t(J))$.

**Proof.** We prove this by induction on the number of jobs in a prefix of $σ(y)$, and denote this number $k$. Clearly, if $k = 1$, then both our assumptions hold, since the first job in $σ(y)$ is scheduled to start at some critical time $t_ℓ$ due to the line Start and indeed the machine is idle before $t_ℓ$.

Assuming both conditions hold for $(k - 1) ≥ 1$ we want to show that both conditions hold for $k$. Let $J$ be the $k$-th job in $σ(y)$. If $J$ is scheduled to be processed on the machine right after its predecessor $J'$, which is the $(k - 1)$-st job, we are done, since we can set $t(J) = t(J')$ and the rest follows from the induction hypothesis. Otherwise, we claim $J$ is scheduled to start being processed at some critical time $t_ℓ ∈ T$. This again follows from the line Start since when assigning $J$ to $σ(y)$ we clearly have endOf($σ$) < $t_{\text{left}(C)}$, where $C$ is the cycle to which $J$ belongs (as its first job). Now we are done since the machine must be idle right before $t_ℓ$ (for at least one time unit).

We stress here that in $σ(y)$ we have $t(J) ∈ T$ for every job $J$. Consequently, any gap in $σ(y)$ can only be of the form $(t, t')$ with $t' ∈ T \cup \{\infty\}$, that is, $σ(y)$ is $N$-regular.

We now use Lemma 24 to prove an equivalence between feasibility of the constraints (20)–(26) and the existence of an ($N$-regular) schedule for $x$. Note a certain ambiguity: it is possible that for two distinct vectors $y_1, y_2$ satisfying constraints (20)–(26) we have $σ(y_1) = σ(y_2)$. For example,
take a scheduling instance with critical times $0, 2, 4$ and with a single job $J$ of size $2$ which may be assigned into both time slots, i.e., $r(J) = 0$ and $d(J) = 4$. Then a vector $y_1$ encoding that $J$ is assigned to $C_1^{\text{int}}$ and a vector $y_2$ encoding that $J$ is assigned to $C_2^{\text{ext}}$ are such that $\sigma = \sigma(y_1) = \sigma(y_2)$ with $\sigma$ scheduling $J$ to the interval $[0, 2]$. This causes no problems but is helpful to keep in mind as we approach the next proof.

**Lemma 25.** Let $i \in [\kappa]$ be a machine kind and let $x \in \mathbb{N}^d$. There exists a schedule of $x$ with makespan at most $\bar{C}_{\text{max}}$ if and only if there exists $y, z$ such that $(x, y, z)$ satisfies (20)–(26), and, moreover, $\sigma(y)$ is an $\mathbb{N}$-regular schedule with makespan at most $\bar{C}_{\text{max}}$.

**Proof.** For the forward direction suppose there exists a schedule of $x$ with makespan $\bar{C}_{\text{max}}$. Then by Lemma 22 it is possible to turn a schedule for $x$ into an $\mathbb{N}$-regular one together with an $\mathbb{N}$-regular cycle decomposition with the same or smaller makespan, and an $\mathbb{N}$-regular cycle decomposition has an encoding by variables $y^i_{j, C}$ and $z^i_C$ satisfying the constraints (20)–(26).

For the backward direction we assume that $x, y, z$ satisfy all constraints (20)–(26). Let $\sigma = \sigma(y)$. It follows from the definition of $\chi^i_{C}$, the feasibility of $(x, y, z)$, and Algorithm 1 that a job $J$ cannot be scheduled before $r^i(J)$ in $\sigma$. We have to show that no job is scheduled after its due date; the fact that no job is scheduled after $\bar{C}_{\text{max}}$ follows since we have altered the due dates to be at most $\bar{C}_{\text{max}}$. Assume for a contradiction there is a job $J$ which finishes in $\sigma$ after its due date $d^i(J)$. Let $C(J)$ be the cycle which was processed by the outer loop of Algorithm 1 when $J$ was added to $\sigma$, and let $t(J)$ be defined as in Lemma 24. Then by Lemma 24 some constraint (26) was violated, namely the constraint saying that the total size of jobs between $t(J)$ and $t_{\text{right}}(C(J))$ must be at most $t_{\text{right}}(C(J)) - t(J)$, i.e.,

$$\sum_{j \in [d]} \sum_{C : t(C) \leq t_{\text{right}}(C(J))} p^i_j \cdot y^i_{j, C} \leq t_{\text{right}}(C(J)) - t(J).$$

Recall that $t(J) \in T$ for any job $J$ scheduled in $\sigma$. Thus $\sigma$ is an $\mathbb{N}$-regular schedule of $x$ with makespan $\bar{C}_{\text{max}}$.  

**Finishing the MIMO Model.** We have described, for each $i \in [\kappa]$, the constraints defining a polytope $P^i$. The target vector of the MIMO model is the vector of multiplicities of jobs, i.e., $n = (n_1, \ldots, n_d)$. The last task in the design of a MIMO model is to define the projections $\pi^i$. In our case $\pi^i$ projects out all variables except $x$. Let us now determine the parameters of the model; recall $p_{\text{max}}$ is the maximum finite job size, that is, $p_{\text{max}} = \max_{j=1}^d \max_{i=1}^\kappa p^i_j$:

**Lemma 26** (MIMO model for $R[r^i_j, d^i_j | C_{\text{max}}]$). Let $\mathcal{I}$ be an instance of $R[r^i_j, d^i_j | C_{\text{max}}]$ with $m$ machines of $\kappa$ kinds and $d$ job types with maximum job size $p_{\text{max}}$. There is a MIMO model $S$ for $\mathcal{I}$ with the following values of MIMO parameters:

- $S(\Delta) = p_{\text{max}}$,
- $S(M) = O(d^2)$,
- $S(d) = d$,
- $S(d^i) = O(d^2)$,
- $S(N) = m$, and
- $S(\tau) = \kappa$.

**Proof.** For each $i \in [\kappa]$, the constraints (20)–(26) define a polytope $P^i$. The projections $\pi^i$ drop all variables except for $x$, and the target vector is the vector of job multiplicities $n$. The correctness of the model follows directly from Lemma 25.
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The coefficients in constraints (20)–(26) are either 1, \( p^i_j \), or \( p_{\text{max}} \), and thus the largest coefficient in the thus obtained \( P \)-representation is \( S(\Delta) = p_{\text{max}} \). The number of variables \( y^i_j \) is \(|C|\) and \( z^i_C \) is \(|\mathcal{C}^{\text{ext}}|\); we have \(|C| = \mathcal{O}(d^2)\). Thus, we can estimate the number of projected out variables by \( S(d^i) = \mathcal{O}(d^2) \) and the number of remaining variables \( S(d) = d \). Since there are \( \mathcal{O}(d^2) \) constraints and \( \mathcal{O}(d^2) \) box constraints, we have \( S(M) = \mathcal{O}(d^2) \). Clearly, \( S(N) \) is the number of machines \( m = \|\mu\|_1 \). Finally, we have \( S(\tau) = \kappa \), since we have \( \kappa \) different types of polytopes corresponding to \( \kappa \) kinds of machines.

By combining Lemma 26 with Theorem 1 we arrive to the following theorem.

**Theorem 27.** Problem \( R|r^i_j, d^i_j|C_{\text{max}} \) with \( m \) machines of \( \kappa \) kinds and \( d \) job types with maximum job size \( p_{\text{max}} \) have fixed-parameter tractable algorithms

- single-exponential in \( m + d \),
- single-exponential in \( p_{\text{max}} + d \), or
- double-exponential in \( d + \kappa \) if \( p_{\text{max}} \) is given in unary.

**Proof.** Note that in total we construct only polynomially many MIMO models, since there are only polynomially many possibilities (that need to be checked via the binary search procedure) for the guess of the value \( C_{\text{max}} \). We apply part 1, 3, and 4 of Theorem 1 to obtain the claimed result:

- For application of part 1 we must be able to construct a MIMO model \( S \) and bound \( S(N) \) and \( S(D) = \max_{i \in [d]} S(d^i) \). By Lemma 26 we have \( S(N) = m \) and \( S(d^i) = \mathcal{O}(d^2) \).

- For application of part 3 we must be able to construct a MIMO model \( S \) and bound \( S(M), S(d), \) and \( S(\Delta) \). By Lemma 26 we have \( S(M) = \mathcal{O}(d^2), S(d) = d, \) and \( S(\Delta) = p_{\text{max}} \).

- For application of part 4 we must be able to construct a MIMO model \( S \), bound \( S(\tau), S(M) \) and \( S(D) \) if \( S(\Delta) \) is given in unary. By Lemma 26 we have \( S(D) = S(M) = \mathcal{O}(d^2), S(\tau) = \kappa, \) and \( S(\Delta) = p_{\text{max}} \).

**5.1.2 Introducing Speeds into the Model**

We begin by extending the definition of the compact encoding of the \( R|r^i_j, d^i_j|C_{\text{max}} \) problem studied so far by introducing speeds. The motivation is a scenario when the job size vectors of several machine kinds are obtained by scaling (up or down) a single “unit speed” job size vector, such as (but not only) in the case of uniformly related machines. Clearly a more compact way of encoding such an instance is by giving the “unit speed” job size vector and for each machine kind related to this vector the corresponding scalar. Note that this does not generalize the problem, but since introducing speeds into the MIMO model will not increase the coefficients, it will allow us to provide an efficient algorithm for a wider range of instances such as problems with non-constant speed ratios.
Makespan Minimization on Unrelated Machines with Speeds \((R|r_j^i,d_j^i|C_{\text{max}})\)

**Input:** There are \(\kappa\) kinds of machines, each kind with \(\bar{\tau}\) different speeds encoded by a speed vector \(s^i = (s^i_1,\ldots,s^i_{\bar{\tau}})\), hence \(\tau = \bar{\tau} \cdot \kappa\) different machine types altogether, and \(d\) types of jobs. The number of machines of kind \(i \in [\kappa]\) and speed \(s^i_q\), \(q \in [\bar{\tau}]\), is \(\mu^i_q\) and the number of jobs of type \(j \in [d]\) is \(n_j\), and \(\mu = (\mu^1_1,\ldots,\mu^1_{\bar{\tau}},\ldots,\mu^\kappa_1,\ldots,\mu^\kappa_{\bar{\tau}})\) and \(n = (n_1,\ldots,n_d)\), hence there are \(m = \|\mu\|\) machines and \(n = \|n\|\) jobs. Each job type is specified by three vectors giving its size, release time, and due date on each machine kind, i.e., for each \(j \in [d]\) given are vectors \(p_j = (p^1_j,\ldots,p^\bar{\tau}_j) \in (\mathbb{N} \cup \{\infty\})^\kappa\), \(r_j = (r^1_j,\ldots,r^\bar{\tau}_j) \in \mathbb{N}^\kappa\), and \(d_j = (d^1_j,\ldots,d^n_j) \in \mathbb{N}^\kappa\).

**Find:** A schedule of all of the jobs on the specified \(m\) machines (if one exists) minimizing the time when the last job finishes (i.e., the makespan).

We call this representation of an instance its \(s\)-representation. The definition of a schedule is nearly the same as before except that a job \(J\) needs to be assigned a processing time interval of size \(p_j^i/s^i_q\) if it is assigned to a machine of kind \(i\) with speed \(s^i_q\).

Let us first observe why the most obvious place for introducing machine speeds to the model above does not lead to a valid MIMO formulation. Undoubtedly, one is tempted to divide the job sizes with the speed \(s\) and keep the rest of the model unchanged, however, when doing so we may introduce coefficients which are non-integer and quite large. To circumvent this we intuitively leave the size intact and “make the clock tick \(s\) times slower”. Again we are facing the integrality issue but this time in the right-hand sides (not in the constraints) and, as we are going to see, this makes the issue solvable by rounding the resulting right-hand sides.

Again, we assume to have guessed a makespan \(C_{\text{max}}\), modified the due dates accordingly, and our goal is to state linear constraints defining a polytope \(P^{s,q}\) of configurations of jobs on a machine of kind \(i \in [\kappa]\) with a speed index \(q \in [\bar{\tau}]\). Hence, from now on we fix a machine type, i.e., fix a machine kind \(i \in [\kappa]\) and a speed index \(q \in [\bar{\tau}]\). Now we replace constraints (20) with

\[
\sum_{j \in [d]} \sum_{t_{\ell} < t_k} p^i_j \cdot y_j^i,C \leq \left| s^i_q \cdot (t_k - t_\ell) \right| \quad \forall k, \ell \in [|T|], \ell < k \tag{27}
\]

We stress that the floor of the right hand-side does not change the set of encoded configurations, since the sum on the left hand side is integral. Furthermore, in order to reuse the model given in the previous section, we have to alter the definition of \(\chi^i_{j,C}\) (i.e., to change (19) in a way which captures the machine speed \(s^i_q\)). Note that the speed only affects the processing time of a job type \(j\) and thus it is enough to redefine \(\chi^i_{j,C}\) for external cycles only

\[
\chi^i_{j,C} = 1 \text{ if } r^i_j \leq t_{\ell-1}, t_{k+1} \leq d^i_j, t_{k+1} - t_{\ell-1} \geq p^i_j/s^i_q, \text{ and } t_k - t_\ell < p^i_j/s^i_q,
\]

where \(C = C^{\text{ext}}_{\ell,k}\). Lemma 22 stated that, in the case without speeds, it was sufficient to restrict our attention to \(\mathbb{N}\)-regular schedules. It is straightforward to see here that because on a machine with speed \(s\) all processing times are multiples of \(1/s\), it is sufficient to restrict our attention to \(\mathbb{N}\)-regular schedules. The proof of the following lemma goes along the same lines as the proof of Lemma 25.

Here, we only add the argument showing that (25) remains valid.

**Lemma 28.** Let \(i \in [\kappa]\), \(q \in [\bar{\tau}]\), and let \(x \in \mathbb{N}^d\). Then there exists an \(\mathbb{N}/s^i_q\)-regular schedule of \(x\) with makespan \(C_{\text{max}}\) if and only if there exists \(y,z\) such that \((x,y,z)\) satisfy constraints (20)–(25) and (27), and, moreover, \(\sigma(y)\) given by Algorithm 3 is an \(\mathbb{N}/s^i_q\)-regular schedule with makespan \(C_{\text{max}}\).
There is a MIMO model $S$ obtained by scaling the size with respect to the machine kind (i.e., speed); cf. Section 1.1.2.

Clearly, we get \( \sum_{j \in [d]} \sum_{C \in \mathcal{C} \neq \hat{C}} \frac{p_j^i}{s_q^i} \cdot y_{j,C} \leq t_k - t_\ell \).

Let us now determine the parameters of the resulting MIMO model. Recall that $p_{\max}$ is the maximum finite job size in a machine kind, and the processing time of a job on a given machine type is obtained by scaling the size with respect to the machine kind (i.e., speed); cf. Section 1.1.2.

For this reason we stress that $p_{\max} = \max_{j=1}^d \max_{j=1}^d p_j^i$, that is, $p_{\max}$ is defined with respect to job sizes $p_j^i$ not taking speeds into account.

**Lemma 29** (MIMO model for $R|r_j^i, d_j^i|\text{C_{max}}$). Let $\mathcal{I}$ be an instance of $R|r_j^i, d_j^i|\text{C_{max}}$ in its $s$-representation with $m$ machines of $\tau$ machine types, and $d$ job types with maximum job size $p_{\max}$. There is a MIMO model $S$ for $\mathcal{I}$ with the following values of MIMO parameters:

- $S(\Delta) = p_{\max}$,
- $S(\mathcal{M}) = O((d)^2)$,
- $S(d) = d$,
- $S(\mathcal{F}) = O((d)^2)$,
- $S(\mathcal{N}) = m$, and
- $S(\tau) = \tau = \kappa \cdot \bar{\tau}$.

**Proof.** There are only two changes in the model when compared with the model discussed previously, namely, we have introduced machine types and speeds. First, by Lemma 28 we only changed right-hand sides in the inequality description of $P^i$'s and thus this does not affect the MIMO parameters at all. We stress here that the left hand sides of the constraints in our model use the given job sizes for the unit speed machine of each kind; consequently the largest coefficient in the model is still governed by $p_{\max}$. Second, the number of polytope types, $S(\tau)$, is $\tau = \kappa \cdot \bar{\tau}$. All other bounds on parameters of $S$ follow from Lemma 26. \qed

\begin{algorithm}
\textbf{def} handleCycle($i, \sigma, C, y_C$):
\begin{algorithmic}
\State \textbf{for} $j = 1$ to $d$ \textbf{do}
\State \hspace{1em} \textbf{for} $\ell = 1$ to $y_{j,C}$ \textbf{do}
\State \hspace{2em} $t \leftarrow \max(\text{endOf}(\sigma), \text{left}(C))$
\State \hspace{2em} $\sigma \leftarrow \sigma \cup \{(j, [t, t + \frac{P_j^i}{s_q^i}])\}$
\end{algorithmic}
\end{algorithm}
Theorem 30. Problem $R|r^i_j, d^j_i|C_{\text{max}}$ in its $s$-representation with $m$ machines of $\tau$ types and $d$ job types of maximum job size $p_{\text{max}}$ admits fixed-parameter algorithms for

- parameter $m + d$,
- parameter $p_{\text{max}} + d$, and
- parameter $d + \tau$ when $p_{\text{max}}$ is given in unary.

Proof. The parameters stay the same as in Theorem 27. \hfill $\Box$

5.1.3 Objectives Similar to $C_{\text{max}}$

Other Maximal Objectives. We now use the simple observation that both the $L_{\text{max}}$ and $F_{\text{max}}$ objectives are equivalent to $C_{\text{max}}$ (with strict due dates). To see this, we utilize binary search for the objective value $\varphi$ and alter the due dates as follows. For every $j \in [d]$ and every $i \in [\kappa]$, for objective $L_{\text{max}}$ set the new due date $(d')^i_j = d^i_j + \varphi$, and for objective $F_{\text{max}}$ set it to $(d')^i_j = r^i_j + \varphi$.

Weighted Throughput. Another objective with a very similar model to $C_{\text{max}}$ is the maximum throughput or minimum weighted penalty, which is to minimize $\sum w_j U_j$. To see this let us add an auxiliary penalty machine that is intended to collect all late jobs. This is the only machine for which we introduce an objective and which is of a separate type. Note that we may assume all late jobs are scheduled after the last critical time on any (normal) machine, and we model this by scheduling them on the newly introduced penalty machine. On this machine all jobs have unit size, are released at time 0, and their due date is $\sum_{j \in [d]} r_j$. The objective of this machine is to minimize the sum of weights of jobs scheduled on this auxiliary machine, i.e., if $w_j$ is the weight of a job of type $j \in [d]$, the objective is $\min \sum_{j=1}^{d} w_j x_j$.

Maximizing Minimum Load ($C_{\text{min}}$) Let us discuss how to handle the $C_{\text{min}}$ objective which asks to maximize the minimum load of a machine. The idea is quite similar to $C_{\text{max}}$: guess the optimal value $\bar{C}_{\text{min}}$ and adds a constraint

$$\sum_{j \in [d]} \sum_{C \in C} p_j \cdot y_{j,C} \geq \left[ \bar{C}_{\text{min}} \cdot s^i q \right], \quad (28)$$

which clearly ensures that the load of every machine is at least $\bar{C}_{\text{min}}$.

Note that all the alterations above of the previously given model for $R|r^i_j, d^j_i|C_{\text{max}}$ do not affect any of the parameters of the MIMO model. Thus, the following theorem directly follows from previous argumentation.

Theorem 31. Problems $R|r^i_j, d^j_i|L_{\text{max}}$, $R|r^i_j, d^j_i|F_{\text{max}}$, $R|r^i_j, d^j_i|\sum w_j U_j$, and $R|r^i_j, d^j_i|C_{\text{min}}$ in their $s$-representation with $m$ machines of $\tau$ types and $d$ job types admit fixed-parameter algorithms for

- parameter $m + d$,
- parameter $p_{\text{max}} + d$, and
- parameter $d + \tau$ if $p_{\text{max}}$ is given in unary. \hfill $\Box$
5.1.4 $\ell_p$-norm minimization

Another objective which can be handled by an almost identical model is the $\ell_p$ norm of a load vector of a schedule for integer values of $p$, which is defined as follows. In a given schedule $\sigma$, the load $L$ of a machine is the total time it spends processing jobs, hence if $x \in \mathbb{N}^d$ is the compact encoding of the set of jobs scheduled to run on a machine of kind $i$ and with speed $s$, its load is $p^i x/s$. The objective $\ell_p$ is to minimize the $\ell_p$ norm of the vector $L = (L_1, \ldots, L_m)$ of loads which has one coordinate for each machine equal to the load of this machine. Note that, for $p \in \mathbb{N} \geq 1$, the norm function itself is a convex but not separable convex, since it is defined as $\sqrt[\ell]{\sum_{i=1}^m (L_i)^p}$. However, it is easy to see that the optima of this function are the same as the optima of the function $\sum_{i=1}^m (L_i)^p$ (for $L_i \geq 0$), which is separable convex. The function might be fractional (for fractional speeds $s$) and since MIMO requires an objective function which is integral on integral points, this issue must be handled. Since a simple scaling argument suffices, we defer this discussion to Section 5.2.5.

Hence, taking the constraints (20)–(25) and defining, for a machine of kind $i \in [\kappa]$ and speed $s$, the objective function to be $f^{i,s}(x) = p^i x/s$, we have obtained a MIMO model with a separable convex objective, implying the following modeling lemma and effective theorem:

**Lemma 32** (MIMO model for $R|r^i_j|d^i_j|\ell_p$). Let $\mathcal{I}$ be an instance of $R|r^i_j|d^i_j|\ell_p$ in its $s$-representation with $m$ machines of $\tau$ machine types, and $d$ job types with maximum job size $p_{\text{max}}$. There is a MIMO model $S$ for $\mathcal{I}$ with extension-separable convex objective functions and with the following values of MIMO parameters:

- $S(\Delta) = p_{\text{max}}$,
- $S(M) = \mathcal{O}(d^2)$,
- $S(d) = d$,
- $S(d^i) = \mathcal{O}(d^2)$,
- $S(N) = m$, and
- $S(\tau) = \tau = \kappa \cdot \bar{\tau}$.

**Theorem 33.** The problem $R|r^i_j|d^i_j|\ell_p$ in its $s$-representation with $m$ machines of $\tau$ types and $d$ job types admits a fixed-parameter algorithms for

- parameter $m + d$, and
- parameter $p_{\text{max}} + d$.

5.2 Polynomial Objectives: Total Weighted Completion Time, Flow Time, and Tardiness

When it comes to objectives such as $\sum w_j C_j$, we revisit properties of schedule cycles. In particular, we give a refined proof of the cycle decomposition lemma (Lemma 22) suitable for polynomial objectives (recall that we call the objectives $\sum w_j C_j$, $\sum w_j F_j$, and $\sum w_j T_j$ polynomial objectives). We extend the ideas of [39] who showed that, in a setting without release times and due dates, the $\sum w_j C_j$ objective is expressible as a separable convex function in certain auxiliary variables. This construction gains intuition by visualizing the objective using 2D Gantt charts. In order to keep track of how exactly the critical times split the computation (size) of a job scheduled to an external cycle we introduce new auxiliary variables. Finally, we re-introduce the speeds back to the model,
Table 1: Potential cycle notation review.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{C}$</td>
<td>set of all potential cycles</td>
</tr>
<tr>
<td>$\mathcal{C}_{\text{int/ext}}$</td>
<td>set of all potential internal / external cycles</td>
</tr>
<tr>
<td>$\mathcal{C}_{\text{int}}$</td>
<td>a potential internal cycle in the interval $[t_k, t_{k+1}]$</td>
</tr>
<tr>
<td>$\mathcal{C}_{\text{ext}}$</td>
<td>a potential external cycle containing in its interior critical times $t_k, \ldots, t_\ell$</td>
</tr>
<tr>
<td>$\mathcal{C}_{\leq k, \ell}$</td>
<td>set of all potential external cycles containing in their interior critical times $t_k, \ldots, t_\ell$ for some $k'$ with $k \leq k' \leq \ell$</td>
</tr>
<tr>
<td>$\mathcal{C}_{\leq k, \ell}$</td>
<td>set of all potential external cycles containing in their interior critical times $t_k, \ldots, t_\ell$ (if the inequality is strict, then also $t_{k-1}$)</td>
</tr>
<tr>
<td>$\mathcal{C}_{\ell, \leq}$</td>
<td>set of all potential external cycles containing in their interior critical times $t_k, \ldots, t_\ell'$ for some $\ell'$ with $k \leq \ell' \leq \ell$</td>
</tr>
<tr>
<td>$\mathcal{C}_{*}$</td>
<td>$\mathcal{C}<em>{\leq k, l} = \mathcal{C}</em>{\leq k, \ell}$</td>
</tr>
<tr>
<td>$\mathcal{C}_{*, k}$</td>
<td>$\mathcal{C}_{\leq k, k}$</td>
</tr>
</tbody>
</table>

Minimizing Sum of Weighted Completion Times on Unrelated Machines $(R|r_j^i, d_j^i|\sum w_j C_{j})$

**Input:** There are $\kappa$ kinds of machines and $d$ types of jobs. The number of machines of kind $i \in [\kappa]$ is $\mu_i$ and the number of jobs of type $j \in [d]$ is $n_j$, with $\mu = (\mu^1, \ldots, \mu^\kappa)$ and $n = (n_1, \ldots, n_d)$, hence there are $m = \|\mu\|_1$ machines and $n = \|n\|_1$ jobs. Each job type is specified by its weight $w_j$ and three vectors giving its size, release time, and due date on each machine kind, i.e., for each $j \in [d]$ given are vectors $p_j = (p_j^1, \ldots, p_j^\kappa) \in (\mathbb{N} \cup \{\infty\})^\kappa$, $r_j = (r_j^1, \ldots, r_j^\kappa) \in \mathbb{N}^\kappa$, and $d_j = (d_j^1, \ldots, d_j^\kappa) \in \mathbb{N}^\kappa$.

**Find:** A non-preemptive schedule of all of the jobs on the specified $m$ machines (if one exists) minimizing $\sum_{J \in J} w(J) C_J$, where $C_J$ is the time when job $J$ finishes and $w(J)$ is its weight.

The main structural insight behind the previous model has been Lemma 22 guaranteeing the existence of an optimal $S$-regular schedule (for appropriate $S$). We will prove a different version of the aforementioned lemma which takes into account the specifics of the more complicated objectives which are now our focus. Let us point out one feature of cycles in a schedule. Recall that the proof of Lemma 22 is completely independent of the permutation $\pi$ of job types in a cycle. However, when we consider polynomial objectives, the ordering of jobs in a cycle plays a role and may depend on (the “position” of) the corresponding potential cycle.

The polynomial objectives (other than $\ell_p$-norm, which we have dealt with already) are well known to be in a close relation to the Smith’s rule [50], as we shall discuss now. Take for example
There is a weak order $\preceq_R$, which is given by the ratio $w_j/p_j$, such that if jobs of an (internal) cycle are not ordered according to this ratio, then rearranging them yields a schedule of smaller value. This brings us to define, for each objective $R \in \text{poly} \setminus \{\ell_p\}$, each machine kind $i \in [\kappa]$, and each integer $\ell \in [|T| - 1]$, an ordering $\preceq^i_{R, \ell}$ of the job types, which will satisfy the property that ordering all jobs strictly contained in $[t_\ell, t_{\ell+1}]$ by $\preceq^i_{R, \ell}$ results in a schedule which is at least as good as the original one. Specifically, for $R = \sum w_j C_j$ and $R = \sum w_j F_j$, we define $\preceq^i_{R, \ell}$ to be the ordering of $[d]$ by the ratios $w_j/p_j$ non-increasingly. For $R = \sum w_j T_j$, define $w^i_{\ell,j}$ to be $w_j$ if $t_\ell \geq d_j$ and 0 otherwise, and define $\preceq^i_{R, \ell}$ to be the ordering of $[d]$ by the ratios $w^i_{\ell,j}/p_j$ non-increasingly. Note that for the objective $\sum w_j C_j$ we have $\preceq^i_{R,1} = \cdots = \preceq^i_{R,|T| - 1}$, since the Smith ratio does not depend on $r_j$ or $d_j$ (some of the jobs types cannot be scheduled due to $\chi_j \ell, C$ restrictions [19], though). On the other hand, when it comes to $\sum w_j T_j$, the orders may differ, since the integer $\ell \in [|T|]$ determines whether a job is late (in the interval $[t_\ell, t_{\ell+1}]$), which determines whether it contributes to the objective. We omit the superscript $i$ if the machine kind is clear from context. Next, we show that these definitions satisfy the property claimed before, which is formally phrased as follows:

**Lemma 34.** Fix a machine kind $i \in [\kappa]$. Let $R \in \text{poly} \setminus \{\ell_p\}$, let $\sigma'$ be a schedule of jobs on a single machine of kind $i$, let $\ell \in [|T| - 1]$, and let $\sigma$ be the schedule obtained from $\sigma'$ by rearranging all jobs which are strictly contained in $[t_\ell, t_{\ell+1}]$ by the ordering $\preceq^i_{R, \ell}$. Then the objective function value of $\sigma$ is at most that of $\sigma'$.

**Proof.** Let $J$ be the set of all jobs, let $J_\ell$ be the set of jobs strictly contained in $[t_\ell, t_{\ell+1}]$, and let $\hat{J}_\ell = J \setminus J_\ell$. First note that the definition of each $R \in \text{poly} \setminus \{\ell_p\}$ is such that the objective function value of a schedule can be decomposed into the contributions of $J_\ell$ and $\hat{J}_\ell$. Hence, if we only change the order of $J_\ell$ but not the order of $\hat{J}_\ell$, and if the contribution of the jobs in $\hat{J}_\ell$ does not increase after this change, we are done. Second, the fact that reordering $J_\ell$ according to $\preceq^i_{R, \ell}$ is optimal is exactly the statement of Smith’s rule [50], concluding the proof.

In the following we shall focus on $\sum w_j C_j$, but note that $\sum w_j C_j$ and $\sum w_j F_j$ are equivalent if the release times of the jobs are independent of the assignment. In our case, these two objective have a difference that is a linear function of the assignment variables $x$, and thus the model we present for $\sum w_j C_j$ exhibits a model for $\sum w_j F_j$ as well. For more details cf. [48, Chapter 2].

**2D Gantt Charts.** It is convenient to visualize ordered objectives in a so called 2D Gantt chart; see Figure [2]. Take for example $\sum w_j C_j$ and let us create a chart in two dimensions $x, y$ for a set of jobs $J$ and an admissible schedule $\sigma$ of $J$ (i.e., we focus on one machine). Each job $J$ is represented by a rectangle of height $w(J)$ and width $p(J)$. The rectangle for a particular job $J$ is drawn at a height equal to the sum of weights of all the jobs scheduled after $J$ in $\sigma$, that is, its bottom corners have $y = \sum_{J \in J : C_J > C_j} w(J)$, where $C_J$ is a completion time of a job $J$. The left corners of the rectangle for $J$ are at $x$-position equal to the sum of sizes of all jobs scheduled before $J$ in $\sigma$, that is, $x = \sum_{J \in J : C_J < C_j} p(J)$. Finally, the value $\sum w_j C_j$ is exactly the area of the rectangles and between these rectangles and the two axes $x, y$. The value of all of the ordered objectives is expressible in a similar way. For more discussion on 2D Gantt charts and $\sum w_j C_j$, see e.g. [24, 39]. For more discussion on 2D Gantt charts and $\sum w_j T_j$ see Section [5.2.2].
Lemma 35. Fix a machine of kind $i$ and $R \in C_{\text{poly}} \setminus \{t_p\}$, and let $x \in \mathbb{N}^d$. If there is a schedule $\sigma'$ of $x$ with value $\varphi$ under $R$, then there is an $N$-regular schedule $\sigma$ of $x$ with value at most $\varphi$ under $R$ such that each cycle of $\sigma$ is a realization of some potential cycle $C \in \mathcal{C}$, and the jobs in each internal cycle $C = C_{\text{int}}^k$ of $\sigma$ are ordered by $\preceq_{R,k}$.

Proof. The proof of this lemma goes along the lines of the proofs of Lemmas 22 and 23, with the difference that we have to pay attention to the orders (i.e., job type permutations) of individual internal cycles. Let $D'$ be some cycle decomposition of $\sigma'$. We perform the following changes on $\sigma'$ and $D'$:

1. split all external cycles so that afterwards each external cycle contains at most one job (this only affects $D'$),
2. for each $t \in [|T| - 1]$, reorder all jobs strictly contained in $[t, t+1]$ by $\preceq_{R,t}$,
3. left-align the schedule in exactly the same way as in the end of Lemma 22 which makes the schedule $N$-regular.

Call the resulting schedule $\sigma$ and its cycle decomposition $D$. It is clear that $\sigma$ and $D$ are $N$-regular, so it remains to argue that our construction (points 1–3) does not increase the objective. Point 1 only changes the cycle decomposition, so it does not affect the objective. Point 2 is a safe operation by Lemma 34. For an example of this step with $R = \sum w_j C_j$ and two cycles see Figure 2. Regarding point 3 note that left-aligning only possibly decreases the completion times of all jobs, so it does not increase the objective.

5.2.1 Sum of Weighted Completion Times

We use the structure provided by Lemma 35 to express $P^i$ and $f^i$, the polyhedron of all possible configurations for a single machine of kind $i$ and the corresponding objective function, respectively, by a model similar to the one for makespan minimization. As already shown by Knop and Koutecký [39, Corollary 1], for $R = \sum w_j C_j$ and without release times and due dates it is possible to express the value of a schedule $\sigma$ under $R$ as a separable convex function in certain auxiliary variables. Here we add these variables in order to express the value of the scheduling objective $\sum w_j C_j$ as an extension-separable convex objective over $P^i$. We stress here that the earlier work of Knop and Koutecký [39] only deals with the case when there is a single cycle, which makes the structure of the objective and thus the modeling drastically simpler, as we are about to see. Next, we shall add new variables to our model and then we introduce some further conditions to the model in order to bind them with the variables already present in the model given in the previous part (20)–(26).

New Variables. We introduce new variables into our model in order to express, for each non-empty external cycle in a schedule, how many time units of the total size of the job contained in this cycle are processed before the rightmost critical time contained in its interior and how many after. Let $C$ be an external cycle and consider the model given by (20)–(26). Recall we have a variable $y_{j,C,i}$ which is set to 1 if a job of type $j$ is scheduled in $C$ (consequently, $C$ is nonempty) and a variable $z_{j,C,i}$ which is set to 1 if any job is scheduled in $C$. We introduce $2p_{\text{max}}$ binary variables for every potential external cycle $C \in C_{\text{ext}}$ into our model: $y_{C,R,p}^i$ and $y_{C,L,p}^i$, for each $p \in [p_{\text{max}}]$. The intended meaning (see Lemma 36 below) is that $y_{C,L,p}^i = 1$ if and only if there is a job scheduled
Figure 2: Two adjacent internal cycles $C_1, C_2$ between consecutive critical times (upper part) and a cycle obtained by merging them (bottom part). Cycle $C_1$ consists of two jobs with size 1 and weight 1, a job with size 2 and weight 2, and a job with size 3 and weight 1. Cycle $C_2$ consists of two jobs with size 1 and weight 3, a job with size 1 and weight 2, and a job with size 3 and weight 2. Jobs in all the displayed cycles are ordered according to Smith’s rule (as witnessed by the blue line whose slope is non-decreasing). The objective $\sum w_j C_j$ corresponds to the sum of the areas of the rectangles (orange), below them (gray), and to the left of them (black).

to a realization of an external cycle $C$ such that exactly $p$ units of its size are already processed at time $t_k$, the right critical time of $C$ (i.e., $C = C_{\ell,k}^{ext}$ for some $\ell \in [k]$). Now, we enforce the intended meaning of the new variables in the following way:

$$
\left( \sum_{p \in [p_{max}]} p \cdot y_{C,L,p}^i \right) + \left( \sum_{p \in [p_{max}]} p \cdot y_{C,R,p}^i \right) = \sum_{j \in [d]} p_j y_j^i C \quad \forall C \in C^{ext} \quad (29)
$$

$$
\sum_{p \in [p_{max}]} y_{C,L,p}^i = z_C^i \quad \forall C \in C^{ext} \quad (30)
$$

$$
\sum_{p \in [p_{max}]} y_{C,R,p}^i = z_C^i \quad \forall C \in C^{ext} \quad (31)
$$

$$
0 \leq y_{C,L,p}^i, y_{C,R,p}^i \leq 1 \quad \forall C \in C^{ext}, \forall p \in [p_{max}]. \quad (32)
$$
Algorithm 3: We only redefine the handle_cycle function, the rest of the algorithm is identical to Algorithm 1. The algorithm computes a left aligned schedule from a vector $y$ by placing jobs in internal cycles in the orders $\preceq_{\mathcal{R},k}^i$.

```python
def handleCycle($i, \sigma, C, y_C$):
    if $C \in C_{\text{init}}$ then
        foreach $j \in [d]$ in order $\preceq_{\mathcal{R}, \text{left}(C)}^i$ do
            for $\ell = 1$ to $y_{j,C}$ do
                $t \leftarrow \max(\text{endOf}(\sigma), \text{left}(C))$
                $\sigma \leftarrow \sigma \cup \{(j, [t, t + p_j])\}$
        
    else
        Let $p, p'$ be such that $y_{C,L,p}^i = 1$ and $y_{C,R,p'}^i = 1$
        Let $k$ be such that $C \in C_{\text{ext}^*}^i$
        $\sigma(y) \leftarrow \sigma(y) \cup \{ (j, [t_k - p, t_k + p']) \}$
```

Observe that if now $z_C^i = 1$, then exactly one variable $y_{C,L,p}^i$ is set to 1 for some $p \in [p_{\text{max}}]$ and the same holds for some $y_{C,R,p'}^i$, where again $p' \in [p_{\text{max}}]$. Furthermore, in this case we have by (29) that

$$p \cdot y_{C,L,p}^i + p' \cdot y_{C,R,p'}^i = p_j^i,$$

where $p_j^i$ is the size of the job scheduled to $C$.

Finally, we alter the set of constraints (33).

$$\sum_{t_j \in C < t_k} p_j^i \cdot y_{j,C}^i + \sum_{C \in C_{\text{ext}}^i} p \cdot y_{C,L,p}^i \leq t_k - t_\ell \quad \forall k \in [\lceil T^i \rceil], 1 \leq \ell < k$$

The following technical lemma shows that the variables we have introduced to the model in this section have their intended meaning in $\sigma(y, \mathcal{R})$ as produced by Algorithm 3. When $\mathcal{R}$ is fixed we omit it from “$\sigma(y, \mathcal{R})$” and continue to write $\sigma(y)$. Also recall that when a machine of kind $i \in [\kappa]$ is fixed, we often omit the index or parameter $i$, such as when we write $\sigma(y)$ instead of $\sigma(i, y_i)$.

Consider Algorithm 3. Observe that, since we have special branch for external cycles, it is not clear (as it was e.g. for Algorithm 1) that jobs are not overlapping. Neither we can be sure that the resulting schedule is regular. On the other hand, since we deal with the jobs assigned to an internal cycle in nearly the same way as we did in Algorithm 1 it still makes sense to define for such a job $J$ the critical time $t(J)$, as this is a useful notion in proofs. Indeed we would like to have this for all jobs the vector $x$ assigns to a particular machine; this can be achieved by a slight modification of the definition of the critical time $t(J)$. Let $J$ be a job assigned to a (potential) cycle $C$

$$t(J) = \begin{cases} 
\text{left}(C) & \text{if } J \text{ starts in a critical time in } \sigma(y) \text{ (note that it is then left}(C) \text{ if } J \text{ is assigned to the cycle } C) \\
\ell(\hat{J}) & \text{for a predecessor } \hat{J} \text{ of } J \text{ in } \sigma(y), \text{ otherwise}
\end{cases}$$

Lemma 36. Fix a machine of kind $i \in [\kappa]$ and let $x \in \mathbb{N}^d$. There exists an $\mathbb{N}$-regular schedule of $x$ if and only if there exists $y, z$ such that all of the constraints (20)–(25) and (29)–(33) are satisfied. Moreover, $\sigma(y)$ is one such $\mathbb{N}$-regular schedule. Furthermore, $y_{C,L,p}^i = 1$ and $y_{C,R,p'}^i = 1$
for a potential external cycle $C = C_{\ell,k}^{\text{ext}}$ for $\ell, k \in \{2, \ldots, T_i\}$ with $\ell \leq k$ if and only if there is a job $J$ with size $p_{j} = p + p'$ assigned to a realization of $C$ in $\sigma(y)$ such that at time $t_k$ exactly $p$ units of the total size of the job $J$ on a machine of kind $i$ are processed.

Proof. We begin with showing that for an $N$-regular schedule of $x$ there exists $y, z$ satisfying the model. We know that an $N$-regular schedule comes with its cycle decomposition and that this allows us to assign “the old variables” (i.e., those presented already in our model for $C_{\text{max}}$). Thus, using the same arguments as in Lemma 24 we can assume that (20)–(25) are satisfied. In order to assign new variables and satisfy the conditions (29)–(33) we will use further properties of regular schedules. Since we have introduced new variables only for external cycles, we will now focus on those. Observe that if an external cycle is empty, we have to set all of the variables associated with it to 0 and this way we satisfy (29)–(32). Let $C$ be a nonempty external cycle of the assumed regular schedule and let $J$ be the job of type $j$ assigned to it. Suppose $C$ is a realization of the potential cycle $C_{\ell,k}^{\text{ext}}$. We claim that there exist $p, p' \in \mathbb{N}$ with $p + p' = p_i(J)$ such that the completion time of $J$ in the regular schedule for $x$ is exactly $t_k + p'$. This follows directly from the regularity of the schedule and integrality of all of the job sizes. Now, we set

$$y_{\ell,k}^L, p = 1 \quad \text{and} \quad y_{\ell,k}^R, p' = 1$$

and we set all other newly introduced variables for $C$ to 0. It is straightforward to check that such an assignment satisfies (29)–(32). Thus, it remains to verify the conditions (33). However, this is not hard, since we have assumed a (regular) schedule for $x$ and (33) only assures that it is possible to fit all cycles that are between a pair of critical times into the time window given by the two critical times leaving the correct time windows for the jobs assigned to external cycles. This finishes the proof of the first part.

Now, we check the validity of the presented model. To that end, we check that the schedule $\sigma(y)$ produced by Algorithm 3 (note that the difference between this and Algorithm 4 is rather subtle – this time we have to schedule jobs assigned to internal cycle in a specific order and schedule jobs to external cycles according to the newly introduced variables) is admissible. Observe that, since the order does not affect external cycles (as there is only one job assigned to these), we only have to check validity of the line labeled Order for internal cycles. If $C = C_{k}^{\text{int}}$ is a cycle (with $y_C \neq 0$), the line labeled Order uses the correct order, since indeed we have $k = \text{left}(C)$. Note that all implications of constraints (20)–(25) are the same as in Lemma 25, that is,

- $z_C = 1$ for an external cycle $C$ if and only if there exists $j \in [d]$ such that $y_{j,C} = 1$,
- if $C, C'$ are noncompatible cycles, then at least one of them is empty, and
- all jobs specified in $x$ are assigned to some (potential) cycle.

Now, observe that, due to (30) and (31), if $z_C = 1$ for an external cycle, then there exists $p, p' \in [p_{\text{max}}]$ such that

$$y_{\ell,k}^L, p = 1 \quad \text{and} \quad y_{\ell,k}^L, p' = 0 \quad \forall \hat{p} \in [p_{\text{max}}] \setminus \{p\}$$

Furthermore, it follows from (29) that we have $p + p' = p_j^L$ if $y_{j,C} = 1$, that is, if a job of type $j$ is meant to be scheduled to an external cycle $C = C_{\ell,k}^{\text{ext}}$, then $p, p'$ are the time this job is processed prior to and after $t_k$, respectively.
Finally, we use (33) to prove that $\sigma(y)$ is admissible. Recall that we have that $\sigma(y)$ cannot schedule a job to start before its release date. Suppose a job $J$ is assigned by $\sigma(y)$ to be in a realization of an internal potential cycle $C^\text{int}_k$. Then, (33) applied for $t_\ell = t(J)$ and $t_k = t_{k+1}$ (and $t_\ell = t_k$ and $t_k = t_{k+1}$) implies that it is possible to fit $J$ in the intended interval. Suppose that the job $J$ is assigned by $\sigma(y)$ to be in a realization of an external potential cycle $C^\text{ext}_{\ell,k}$ and let $p, p'$ be as above. Then, (33) applied for $t_\ell = t(J)$ implies that it is possible to process at least $p$ time units of $J$ in the interval prior to $t_k$. Clearly, $\sigma(y)$ is an $N$-regular schedule. We conclude that $\sigma(y)$ is admissible and has the desired properties, so the lemma follows.

**Objective Function.** We decompose the objective function (2D Gantt chart) into several areas and show that each of them is expressible as a separable convex function in $y$ and auxiliary variables derived from $y$. Before we do so, we formally describe all of the areas. There are three areas for each interval $[t_{k-1}, t_k]$. We shall claim that, for a feasible vector $y$, the value of its associated schedule $\sigma(y, \sum w_j C_j)$ is

$$
\sum_{J \in \mathcal{J}(x)} w(J) \cdot C^\sigma_j(y) = \sum_{k=1}^{\lceil T \rceil - 1} \left( A^i_k(y) + B^i_k(y) + X^i_k(y) \right),
$$

(objective)

where $\mathcal{J}(x)$ denotes the set of jobs assigned by $x$ to the fixed machine of kind $i$ and $C^\sigma_j(y)$ is the completion time of job $J$ in the schedule $\sigma(y)$. In what follows, please refer to Figure 3. Let $\hat{C} \in C^\text{ext}_{*,k}$ be the nonempty external cycle whose last interior critical time in $\sigma(y)$ is $t_k$, if such a cycle exists in $\sigma(y)$. Denote $\hat{J}$ the job assigned to the external cycle $\hat{C}$ if $\hat{C}$ is defined and let $\hat{J}$ be any job otherwise. Define $\hat{q}_k$ to be the amount of time for which the job $\hat{J}$ assigned to an external cycle $\hat{C}$ is processed after the critical time $t_k$ if $\hat{C}$ is defined and 0 otherwise, that is, we have $\hat{q}_k = C^\sigma_{\hat{J}}(y) - t_k$. Let $\mathcal{J}_k(y)$ be the set of jobs with completion time in the interval $(t_k, t_{k+1}]$, that is, $\mathcal{J}_k(y) = \{ J \in \mathcal{J}(y) \mid t_k < C^\sigma_j(y) \leq t_{k+1} \}$. Note that $\hat{J} \in \mathcal{J}_k(y)$. Intuitively, we are going
to split the contribution of each job towards the total objective exactly at the closest critical time preceding its completion.

- The area $A_{k}^{i}$ is a rectangle of width $t_{k}$ and height equal to the sum of weights of all jobs $J$ with completion time $C_{j}^{σ(y)}$ in the interval $(t_{k}, t_{k+1}]$, that is,

$$A_{k}^{i} = t_{k} \cdot \sum_{J \in J_{k}(y)} w(J).$$

- The area $B_{k}^{i}$ is equal to sum of weighted completion times in an auxiliary scheduling problem, where we have a single machine of kind $i$ and the task is to schedule all jobs contained in the cycle $C_{k}^{\text{int}}$. All jobs are released at time $q_{k}^{i}$ and have their original weight. Formally, we have

$$B_{k}^{i} = \sum_{J \in C_{k}^{\text{int}}} w(J) \cdot \left(C_{j}^{σ(y)} - t_{k}\right).$$

- Finally, the area $X_{k}^{i}$ is a rectangle of width $q_{k}^{i}$ and height $w(\hat{J})$. That is, $X_{k}^{i} = (C_{j}^{σ(y)} - t_{k}) \cdot w(\hat{J})$. Clearly, we have $X_{1}^{i} = 0$.

Combining all the above described areas we obtain equation (objective) for the value of the objective function:

**Lemma 37.** Let $(x, y, z)$ satisfy (20)–(25) and (29)–(33). Then the equation (objective) holds for $σ(y)$ given by Algorithm 3 and gives the objective function value of $σ(y)$ under $\sum w_{j}C_{j}$.

**Proof.** Fix a machine of kind $i$. We prove that, for all $k \in [T] − 1$, the contribution of the jobs scheduled to be completed in the interval $(t_{k}, t_{k+1}]$ in $σ(y)$ is equal to $A_{k}^{i}(y) + B_{k}^{i}(y) + X_{k}^{i}(y)$.

Observe that $J_{k}(y)$ can be partitioned into $\bigcup_{k=1}^{T-1} J_{k}(y)$ and thus it suffices to show that

$$\sum_{J \in J_{k}(y)} w(J)C_{j}^{σ(y)} = A_{k}^{i}(y) + B_{k}^{i}(y) + X_{k}^{i}(y).$$

Observe that if for a job $J \in J_{k}(y)$ we split its contribution $w(J) \cdot C_{J}$ at the critical time $t_{k}$, we have

$$w(J) \cdot C_{j}^{σ(y)} = w(J) \cdot \left(t_{k} + \left(C_{j}^{σ(y)} - t_{k}\right)\right) = w(J) \cdot t_{k} + w(J) \cdot \left(C_{j}^{σ(y)} - t_{k}\right).$$

The left summand is the contribution of the job $J$ in the area $A_{k}^{i}(y)$, and it remains to show that the right summand is the contribution of $J$ to areas $B_{k}^{i}(y)$ and $X_{k}^{i}(y)$. Observe that, for every $k \in [T] − 1$, we have $X_{k}^{i}(y) = w(\hat{J}) \cdot q_{k}^{i}$ if there is a job $\hat{J}$ scheduled to an external cycle in $C_{k}^{\text{ext}}$ in the schedule $σ(y)$ and otherwise $X_{k}^{i}(y) = 0$. We compute $X_{k}^{i}(y) = w(\hat{J}) \cdot q_{k}^{i} = w(\hat{J}) \cdot \left(C_{j}^{σ(y)} - t_{k}\right)$.

Since we have $J_{k}(y) = \left\{\hat{J}\right\} \cup \left\{J \in C_{k}^{\text{int}}\right\}$, we are done using the definition of the area $B_{k}^{i}(y)$. □

Before we are able to express the areas $A$ and $X$ in terms of variables of the model, we introduce auxiliary binary variables: $y_{j,c,p}^{i} \in \{0, 1\}$ for each $C \in C^{\text{ext}}, j \in [d], p \in [p_{\text{max}}]$. We do this in such a way that they express the product of two binary variables $y_{j,c}^{i}$ and $y_{c,p}^{i}$ already present in our model (we will also use these later when expressing the area $B$). This can be done straightforwardly.
The functions \( A \) variables \( y \) a linear function in the variables of the job scheduled to a cycle in \( C \).

One external cycle from decompose these jobs into two groups—the internal cycle and the external cycle (note that only area is that is, the sum of weights of jobs assigned to the cycle \( C \)).

Expressing Area \( A \) We divide the proof into two parts, according to the two area types.

Proof. Lemma 38. It is straightforward to verify that the new variables have the intended meaning.

Expressing Area \( A \). Let us express the area of \( A_k \), which is a rectangle. As already pointed out, its length is \( L = t_k \), which is a constant for fixed \( k \in [T - 1] \). Its height \( H \) is the sum of weights of all jobs whose completion time in the schedule \( \sigma(y) \) is strictly larger than \( t_k \) and at most \( t_{k+1} \), that is, the sum of weights of jobs assigned to the cycle \( C^{int}_k \) and the cycles in \( C^{ext}_{k^*} \). We naturally decompose these jobs into two groups—the internal cycle and the external cycle (note that only one external cycle from \( C^{ext}_{k^*} \) can contain a job, since these are mutually incompatible). We can express \( H = \sum_{C \in C^{ext}_{k^*}} \sum_{j=1}^{d} w_j y_{j,C} + \sum_{j=1}^{d} w_j y_{j,C^{int}_k} \). It follows that the area \( A_k \) is \( H \cdot L \), which is a linear function in the variables \( y \), since \( L \) is a constant. Altogether, we have

\[
A_k(y) = t_k \cdot \left( \sum_{C \in C^{ext}_{k^*}} \sum_{j=1}^{d} w_j y_{j,C} + \sum_{j=1}^{d} w_j y_{j,C^{int}_k} \right) .
\] (A_k)

Expressing Area \( X \). The height of \( X_k \) is \( w_j \) if \( y_{j,C} = 1 \) for some \( C \in C^{ext}_{k^*} \), since this the weight of the job scheduled to a cycle in \( C^{ext}_{k^*} \) if there is such a nonempty cycle in \( \sigma(y) \). The width of this area is \( p \) if \( y_{C,R,p} = 1 \). This implies that \( X \) can be expressed with a quadratic term in terms of variables \( y_{j,C} \) and \( y_{C,R,p} \). We can linearize this term using the auxiliary variables \( y_{j,C,R,p} \):

\[
X_k(y) = \sum_{j=1}^{d} w_j \cdot \left( \sum_{C \in C^{ext}_{k^*}} \sum_{p \in [p_{max}]} p \cdot y_{j,C,R,p} \right) .
\] (x_k)

Turning our attention to area \( B \), we compute it using the approach of Knop and Koutecký [39, Section 2.4] as outlined above, which uses auxiliary aggregation variables \( \alpha_{k,j} \) for \( j \in [0,d] \) and \( k \in [T-1] \) whose meaning we will discuss later. It is worth noting that they used the possibility to express the area of the 2D Gantt chart (see also [24]) using so called job slopes which are in close relation to the Smith ordering \( \preceq_{R,k} \). Recall that Smith’s ordering requires that jobs in an optimal schedule are ordered by the Smith ratio \( w_j/p_j \). We call this ratio the slope of the job type \( j \in [d] \) because in a 2D Gantt chart it corresponds to the slope of the diagonal of the rectangle representing a job of this type. We first extend the Smith order to a linear order \( \preceq_{R,k} \) which for a fixed \( k \in [T-1] \) and a machine kind \( i \) is any fixed linear extension of the Smith’s ordering \( \preceq_{R,k} \).
We define the predecessor operator \( \text{pred}_{R,k}^i \) for a job type \( j \in [d] \) to be its predecessor in the linear order \( \prec_{R,k}^i \) or 0 if no such predecessor exists. The successor operator \( \text{succ}_{R,k}^i \) is the opposite to \( \text{pred}_{R,k}^i \), that is, \( j = \text{succ}_{R,k}^i(\text{pred}_{R,k}^i(j)) \) for all \( j \in [d] \). For the job type \( j \) which comes last in \( \prec_{R,k}^i \) we define \( \rho_{k,\text{succ}_{R,k}^i(j)}^i = 0 \) for technical reasons. The variable \( \alpha_{k,j}^i \) is intended to represent the total size of jobs scheduled to be processed in the interval \([t_k, t_{k+1}]\) (i.e., those assigned to \( C_k^\text{int} \)) preceding and including type \( j \) in the order \( \prec_{R,k}^i \) together with the amount of processing time needed to complete the job assigned to an external cycle in \( C_{s,k}^\text{ext} \) if such a job exists.

Let \( \hat{J} \) be the job assigned to an external cycle in \( C_{s,k}^\text{ext} \), if it exists. The variable \( \alpha_{k,0}^i \) is the amount of time \( \hat{J} \) is processed after the critical time \( t_k \), or 0 if \( \hat{J} \) is not defined, that is:

\[
\alpha_{k,0}^i = \sum_{C \in C_{s,k}^\text{ext}} \sum_{p \in [p_{\text{max}}]} p \cdot y_{C,R,p}^{i}. \tag{35}
\]

The remaining variables are enforced by constraints

\[
\alpha_{k,j}^i = p_j^i y_{j,C}^i + \alpha_{k,\text{pred}_{R,k}^i(j)}^i \quad \forall j \in [d]. \tag{36}
\]

Note that if an external cycle started before \( t_k \) and lasted past \( t_{k+1} \) in \( \sigma(y) \) then all of the above variables equal zero. If this is the case, all three areas \( A_k^i, B_k^i \), and \( X_k^i \) are empty.

**Lemma 39.** Let \((x, y, z)\) satisfy (20)–(25) and (29)–(33). Then, there exists \( y, \alpha \) satisfying (34)–(36).

**Proof.** To see this it suffices to follow the intended meaning of the variables \( y_{j,C,R,p}^i \) for \( C \in C_{\text{ext}}^\text{ext} \) and compute variables \( \alpha_{k,j}^i \) as described in (35) and (36). To that end, we set \( y_{j,C,R,p}^i = y_{j,C}^i y_{C,R,p}^i \).

Let us now move our attention to the notion of slopes. We denote \( \rho_{k,j}^i \) the ratio of the job type \( j \in [d] \) on machines of kind \( i \), that is, \( \rho_{k,j}^i = w_j/p_j^i \) for all \( k \in [|T^i| - 1] \). Note that we have \( \rho_{k,j}^i = \rho_{k,j'}^i \) if and only if \( j \prec_{R,k}^i j' \) and if \( \rho_{k,j}^i \leq \rho_{k,j'}^i \) and \( j' \prec_{R,k}^i j \), then \( \rho_{k,j}^i = \rho_{k,j'}^i \). Let us denote \( \rho_{k,\text{max}}^i = \max_{j \in [d]} w_j/p_j^i \).

We are now ready to give a different description of the area \( B_k^i \). Introduce a new function

\[
2 \cdot \hat{B}_k^i(y, \alpha) = \sum_{j=1}^d \left[ (\rho_{k,j}^i - \rho_{k,\text{succ}_{R,k}^i(j)}^i)^2 \cdot (\alpha_{k,j}^i)^2 \right] - \rho_{k,\text{max}}^i \cdot (\alpha_{k,0}^i)^2 + \sum_{j=1}^d w_j \cdot p_j^i \cdot y_{j,C}^i. \tag{\hat{B}_k^i}
\]

Before we prove that the function represents \( B_k^i \) we show that it is separable convex in \((y, \alpha)\).

**Lemma 40.** The function \( \hat{B}_k^i \) is separable convex in \( \alpha \) and \( y \) for all \( k \in [|T^i| - 1] \).

**Proof.** Note that in the definition of the function \( \hat{B}_k^i(\alpha) \) by equation (\hat{B}_k^i) the middle term is quadratic with a negative coefficient, making it non-convex in terms of \( \alpha \). The remaining two terms are separable convex: the first sum is a sum of non-negative multiples of convex quadratic functions, since \((\rho_{k,j}^i - \rho_{k,\text{succ}_{R,k}^i(j)}^i) \geq 0 \) for all \( k \in [|T^i| - 1] \) and \( j \in [d] \), and the last sum is a
Figure 4: Visualization of the right-hand side of the expression \( \hat{B}_i^j \).

linear term. We rewrite the middle term \(-\rho_{k,\text{max}}^i \cdot (\alpha_{0,k}^i)^2\) using (35), arriving at an equivalent term

\[
-\rho_{k,\text{max}}^i \cdot \left( \sum_{C \in \mathcal{C}_{\text{ext}}^j} \sum_{p \in [p_{\text{max}}]} p \cdot y_{C,R,p}^i \right)^2,
\]

where the variables \( y_{C,R,p}^i \) are binary. Consequently, using the fact that exactly one term of the form \( p \cdot y_{C,R,p}^i \) is non-zero we have that

\[
-\rho_{k,\text{max}}^i \cdot \left( \sum_{C \in \mathcal{C}_{\text{ext}}^j} \sum_{p \in [p_{\text{max}}]} p \cdot y_{C,R,p}^i \right)^2 = -\rho_{k,\text{max}}^i \cdot \left( \sum_{C \in \mathcal{C}_{\text{ext}}^j} \sum_{p \in [p_{\text{max}}]} p^2 \cdot y_{C,R,p}^i \right)
\]

where the right-hand side is a linear term, since \( p \) is a constant in the above expression. Thus, \( \hat{B}_k^j \) is separable convex in \( \alpha \) and \( y \).

**Lemma 41.** Fix a machine of kind \( i \in [\kappa] \) and let \( (x, y, z, \alpha) \) satisfy constraints (20)–(25) and (29)–(30). Then \( \hat{B}_k^j(\alpha) \) expresses the size of area \( B_k^j \) in the schedule \( \sigma(y) \), for all \( k \in [|T_i| - 1] \).

**Proof.** Fix a \( k \in [|T_i| - 1] \) and let \( C_k = C_{\text{int}}^j \). We begin by decomposing the area \( B_k^j \). Recall we have \( B_k^j = \sum_{J \in C_k} w(J) \cdot \left( C_j^\sigma(y) - t_k \right) \) and in what follows refer to Figure 5. Denote by \( J_j \) the set of all jobs of type \( j \). Let us show that for each \( j \in [d] \), we have

\[
\sum_{J \in J_j \cap C_k} w(J) \cdot \left( C_j^\sigma(y) - t_k \right) = w_j \cdot y_{j,C_k}^i \cdot \alpha_{k,\text{pred}_R,k,j}^i + \frac{w_j \cdot p_j \cdot (y_{j,C_k}^i)^2}{2} + \frac{w_j \cdot p_j \cdot y_{j,C_k}^i}{2}.
\]

This is because

- the first summand is the total weight of jobs of type \( j \) assigned to the cycle \( C_k \) (i.e., \( w_j \cdot y_{j,C_k}^i \)) times the total processing time required by the jobs assigned to the cycle \( C_k \) preceding type \( j \) in the Smith ordering \( \prec_{R,k}^i \) and
To see this we expand the right hand side of the above equation, and denote by $\rho^i_{k,j}$ where the last equality follows from $\alpha^i_{k,j}$ remains to argue about the first two. Recall that the last summand is already the same as the last summand in the expression $\hat{\rho}^i_{k,j}$. Thus, it remains to argue about the first two. Recall that $\alpha^i_{k,j} = \alpha^i_{k,\text{pred}(j)} + p^i_j \cdot y^i_j \cdot c_k$ and we compute

\[
\begin{align*}
  w^i_j \cdot y^i_j \cdot c_k \cdot \alpha^i_{k,\text{pred}(j)} &+ \frac{w^i_j}{2} \cdot p^i_j \cdot (y^i_j \cdot c_k)^2 \\
  &= w^i_j \cdot y^i_j \cdot c_k \cdot \alpha^i_{k,\text{pred}(j)} + \frac{w^i_j}{2} \cdot p^i_j \cdot (y^i_j \cdot c_k)^2 + \frac{w^i_j}{2p^i_j} \cdot (\alpha^i_{k,\text{pred}(j)})^2 - \frac{w^i_j}{2p^i_j} \cdot (\alpha^i_{k,\text{pred}(j)})^2 \\
  &= \frac{w^i_j}{2p^i_j} \left( 2p^i_j \cdot y^i_j \cdot c_k \cdot \alpha^i_{k,\text{pred}(j)} + (p^i_j \cdot y^i_j \cdot c_k)^2 + (\alpha^i_{k,\text{pred}(j)})^2 \right) - \frac{w^i_j}{2p^i_j} \cdot (\alpha^i_{k,\text{pred}(j)})^2 \\
  &= \frac{w^i_j}{2p^i_j} (\alpha^i_{k,\text{pred}(j)})^2 - \frac{w^i_j}{2p^i_j} \cdot (\alpha^i_{k,\text{pred}(j)})^2 = \frac{1}{2} \cdot \rho^i_{k,j} \left[ (\alpha^i_{k,j})^2 - (\alpha^i_{k,\text{pred}(j)})^2 \right],
\end{align*}
\]

where the last equality follows from $\rho^i_{k,j} = w^i_j / p^i_j$. It remains to show that indeed we have

\[
\sum_{j=1}^{d} \rho^i_{k,j} \left[ (\alpha^i_{k,j})^2 - (\alpha^i_{k,\text{pred}(j)})^2 \right] = \sum_{j=1}^{d} \left[ (\rho^i_{k,j} - \rho^i_{k,\text{succ}(j)}) \cdot (\alpha^i_{k,j})^2 \right] - \rho^i_{k,\text{max}} \cdot (\alpha^i_{0,k})^2.
\]

To see this we expand the right hand side of the above equation, and denote by $D'$ the set $[d]$ minus...
the last job type $\hat{j}$ in the linear ordering $\prec_{R,k}^i$:

$$
\sum_{j=1}^d \left[ (\rho_{k,j}^i - \rho_{k,\text{succ}_{R,k}^i(j)}^i) \cdot (\alpha_{k,j}^i)^2 \right] - \rho_{k,\text{max}}^i \cdot (\alpha_{0,k}^i)^2
$$

$$
= \sum_{j=1}^d (\rho_{k,j}^i (\alpha_{k,j}^i)^2) - \sum_{j=1}^d (\rho_{k,\text{succ}_{R,k}^i(j)}^i (\alpha_{k,j}^i)^2) - \rho_{k,\text{max}}^i \cdot (\alpha_{0,k}^i)^2
$$

$$
= \sum_{j=1}^d (\rho_{k,j}^i (\alpha_{k,j}^i)^2) - \sum_{j \in D'} (\rho_{k,\text{succ}_{R,k}^i(j)}^i (\alpha_{k,j}^i)^2) - \rho_{k,\text{max}}^i \cdot (\alpha_{0,k}^i)^2
$$

$$
= \sum_{j=1}^d (\rho_{k,j}^i (\alpha_{k,j}^i)^2) - \sum_{j=1}^d (\rho_{k,j}^i (\alpha_{k,\text{pred}_{R,k}^i(j)}^i)^2)
$$

This concludes the proof. \qed

We conclude that the resulting objective is a positive sum of separable convex functions plus a linear term, thus separable convex. The correctness of the model defined by constraints (20)–(25) and (29)–(36) and the objective

$$
\min f_i(y, \alpha) = \sum_{k=1}^{\lvert T \rvert - 1} \left( A_k^i(y) + B_k^i(\alpha, y) + X_k^i(y) \right)
$$

follows from Lemma 25 and Lemmata 35–41. Now we conclude with the properties of the model.

**Lemma 42.** Let $I$ be an instance of $R|r_j^i, d_j^i| \sum w_j C_j$ or $R|r_j^i, d_j^i| \sum w_j F_j$ with $m$ machines of $\kappa$ kinds and $d$ job types with maximum job size $p_{\text{max}}$. There is a MIMO model $S$ for $I$ with extension-separable convex objective functions and parameters

- $S(\Delta) = p_{\text{max}}$,
- $S(M) = \mathcal{O}\left((d)^2 \cdot p_{\text{max}}\right)$,
- $S(d) = d$,
- $S(d^i) = \mathcal{O}\left((d)^2 \cdot p_{\text{max}}\right)$,
- $S(N) = m$, and
- $S(\tau) = \kappa$.

**Proof.** The largest coefficient in the system is $p_{\text{max}}$, as before $S(N) = \|\mu\|_1 = m$, and the projections discarding $y, z, \alpha$ leave variables $x$ of dimension $d$. There are $\kappa$ types in the presented MIMO model, one for each kind of a machine. As for the parameter $S(M)$, we have

- $\mathcal{O}\left((d)^2\right)$ constraints identical with the $R|r_j^i, d_j^i| C_{\text{max}}$ model (20)–(25) and
- $\mathcal{O}\left((d)^2 p_{\text{max}}\right)$ new constraints (29)–(36), whose number is dominated by the number of constraints (35).

In total the number of conditions is governed by the second term $\mathcal{O}(d^2 \cdot p_{\text{max}})$. Regarding the parameter $d^i$, i.e., the dimension of the variables projected out, we have the following. The dimension of $y$ is $\mathcal{O}\left((d)^2 \cdot p_{\text{max}}\right)$. The dimension of $z, \alpha$ is $\mathcal{O}\left((d)^2\right)$. These expressions belong to $\mathcal{O}\left((d)^2 \cdot p_{\text{max}}\right)$. \qed

Before we discuss the algorithmic consequences of the presented MIMO model we show how to adapt the MIMO objective to express the $\sum w_j T_j$ scheduling objective.
5.2.2 Sum of Weighted Tardiness

Recall that for a job $J$ of type $j$ with completion time $C_J$ its tardiness is $\max\{0, C_J - d^i(J)\}$ if $J$ is scheduled to run on a machine of kind $i$. Note that the auxiliary scheduling problem in each interval $[t_k, t_{k+1}]$ is solved by scheduling jobs in the following order: first come tardy jobs according to their Smith ratio $w_j/p_i^i(J)$, then other jobs follow in an arbitrary order (since they do not incur any penalty). (Recall that for the $\sum w_j C_j$ the ordering for this auxiliary problem has been identical for all intervals.) Again, we fix an arbitrary linear extension $\prec_{R,k}$ of this ordering. See Figure 6.

Note the difference between area $A_{ik}$ now and in $\sum w_j C_j$. In the later objective, this area spans from the critical time $t_k$ to 0, however, when we measure tardiness each job only contributes its weight times the length of the time interval between $t_k$ and its due date. This, as we shall see, is not hard to incorporate in 2D Gantt charts and the objective function of our MIMO model.

In order to simplify some argumentation we add an auxiliary critical time $t = \sum_{J \in \mathcal{J}} p^i(J)$ to the set $T$. This is to unify our reasoning about jobs that are scheduled after the last due date (which is possible when it comes to tardiness). Furthermore, when it comes to tardiness, it is possible to schedule a job to run after its due date and therefore we adjust the definition of $\chi$ to capture this

$$\chi_{j,C}^i = 1 \quad \text{if and only if} \quad r_j^i \leq \left(C - t_k\right).$$

Of course, for external cycles we keep the limitations arising from job sizes.

We make no changes to the constraints (20)–(25) and (29)–(36) and only alter the objective. First, we give the description of three types of areas, analogously to $\sum w_j C_j$. Intuitively the area $A^i_k(y)$ is the contribution of the jobs in $\mathcal{J}_k$ (the set of jobs with completion time in $(t_k, t_{k+1})$) as if all of them were completed at time $t_k$, the area $B^i_k(y)$ is the remaining contribution of jobs in $\mathcal{J}_k \cap C^{\text{int}}_k$, and finally $X^i_k(y)$ is the rest of the contribution of the job $\hat{J}$ scheduled to an external cycle in $C^{\text{ext}}_{k,k}$. Here, we define $w_{k,j}^i = 0$ if $t_k < d^i_j$ and $w_{k,j}^i = w_j$, otherwise; we extend this notion to individual jobs $J$ in a natural way, i.e., we set $w_{k,j}^i(J) = w_{k,j}^i$ if $J$ is of type $j$. Recall that $q_k^i$ is the time that job $\hat{J}$ runs past $t_k$. The areas are as follows

- The area $A^i_k(y)$ is $\sum_{J \in \mathcal{J}_k(y)} ((t_k - d^i_j) \cdot w_{k,j}^i(J))$,
The functions $A_{k}^i(y)$ is $\sum_{J \in \mathcal{J}_k(y) \setminus \{J\}} \left( C_J^\sigma(y) - t_k \right) \cdot w_{k,j}^i$, and

- The area $X_k^i(y)$ is $q_k^i \cdot w_k^i(J)$.

Now, we arrive at

$$\sum_{J \in \mathcal{J}(y)} w(J) T_J^\sigma(y) = \sum_{k=1}^{\lfloor |T| \rfloor - 1} \left( A_k^i(y) + B_k^i(y) + X_k^i(y) \right).$$

(\text{objective})

Similarly to Lemma 37, the above decomposition of the objective holds for tardiness.

**Lemma 43.** Let $(x, y, z)$ satisfy constraints (20) - (25) and (29) - (34). Then the equation (objective) holds for $\sigma(y)$ given by Algorithm 3 and gives the value of $\sigma(y)$ under $\sum w_j T_j$.

**Proof.** Observe that $\mathcal{J}(y)$ can be partitioned into $\bigcup_{k=1}^{\lfloor |T| \rfloor - 1} \mathcal{J}_k(y)$ and thus it suffices to show that

$$\sum_{J \in \mathcal{J}_k(y)} w(J) T_J^\sigma(y) = A_k^i(y) + B_k^i(y) + X_k^i(y).$$

To see this observe that for a job $J \in \mathcal{J}_k(y)$ we split its contribution $w(J) \cdot T_J$ at time $t_k$ and we have

$$w(J) T_J^\sigma(y) = w(J) \cdot \max \{0, C_J^\sigma(y) - d^i(J)\} = w_k^i(J) \cdot \left( \max \{0, t_k - d^i(J)\} + \max \{0, C_J^\sigma(y) - t_k\} \right).$$

It follows from the definition of $w_k^i(J)$ that $\max \{0, t_k - d^i(J)\} = 0$ if and only if $w_{k-1}^i(J) = 0$. Similarly, $\max \{0, C_J^\sigma(y) - t_k\} = 0$ if and only if $w_k^i(J) = 0$. Hence,

$$w(J) \cdot \left( \max \{0, t_k - d^i(J)\} + \max \{0, C_J^\sigma(y) - t_k\} \right) = w_{k-1}^i(J) \cdot (t_k - d^i(J)) + w_k^i(J) \cdot (C_J^\sigma(y) - t_k).$$

Aggregating over all $\mathcal{J}_k(y)$, the first summands sum up to $A_k^i(y)$, and the second summands sum up to $B_k^i(y) + X_k^i(y)$, where $B_k^i(y)$ is obtained from jobs in $C^\text{int}_k$ and $X_k^i(y)$ from $\hat{J}$. \hfill \Box

**Lemma 44.** Fix a machine of kind $i$ and let $(x, y, z)$ satisfy constraints (20) - (25) and (29) - (34). The functions $A_k^i$ and $X_k^i$ are linear in $y$, for all $k \in [\lfloor |T| \rfloor - 1]$.

**Proof.** We claim that area $A_k^i$ can be expressed as follows:

$$A_k^i(y) = \sum_{j=1}^{d} w_{k,j}^i \cdot \left( t_k - d_j^i \right) \cdot \left( y_{j,C_k^\text{int}}^i + \sum_{C \in C^\text{ext}_{k,j}} y_{j,C}^i \right). \quad (A_k^i)$$

The correctness follows from the definition of the weights $w_{k,j}^i$. Observe that if a job type $j$ is not tardy in the interval $[t_k, t_{k+1}]$, then its contribution towards the objective should be 0 and this is enforced by $w_{k,j}^i = 0$. Thus, it remains to argue about jobs of type $j$ which is already tardy in the interval $[t_k, t_{k+1}]$. Let $J$ be such a job and let $j$ be its job type. We have that $w_{k,j}^i = w(J)$ and $(t_k - d_j^i) \geq 0$. Now the contribution of the job $J$ to the part $A_k^i$ is by definition $w(J) \cdot (t_k - d_j^i)$, and there are $y_{j,C_k^\text{int}}^i$ of such jobs in $C^\text{int}_k$, hence the contribution of jobs of type $j$ in $C^\text{int}_k$ towards $A_k^i$ is
\[ w_{k,j}^i \cdot (t_k - d_j^i) \cdot y_{j,C_{\text{int}}}^i, \] It remains to account for the contribution of the job \( \hat{J} \), which is accounted for by the remaining term \( w_{k,j}^i \cdot \left( (t_k - d_j^i) \cdot \left( \sum_{C \in C_{\text{ext}}^{\text{ext}}} y_{j,C}^i \right) \right) \).

Area \( X_k^i \) can be expressed as follows

\[
X_k^i(y) = \sum_{C \in C_{\text{ext}}^{\text{ext}}} \sum_{p \in \{p_{\text{max}}\}} \sum_{j=1}^d p \cdot w_{k,j}^i \cdot y_j^i, C, R, p .
\]

Again if the job \( J \) assigned to a cycle \( C \) in \( C_{\text{ext}}^{\text{ext}} \) is not tardy (i.e., \( t_{k+1} \leq d^i(J) \)), then the above sum is 0 and thus it is correct. It remains to argue the correctness in the case when \( J \) is tardy. Let \( j \) be the job type of \( J \) and let \( p \) be the time \( J \) needs to finish after \( t_k \) in \( \sigma(y) \). It follows that the only nonzero summand in the above expression is \( p \cdot w_{k,j}^i \cdot y_j^i, C, R, p \), where we have \( w_{k,j}^i = w(J) \) and \( y_j^i, C, R, p = 1 \). The correctness thus follows.

The function \( B_j^i(y, \alpha) \) is identical to the one for \( \sum w_j C_j \) except for the segment-specific weights defined above, hence it is separable convex in \( (y, \alpha) \). The parameters of the resulting MIMO model are the same as in Lemma 42, since it only differs from it in the objective function.

### 5.2.3 Algorithm for Objectives \( \sum w_j C_j \), \( \sum w_j F_j \), and \( \sum w_j T_j \)

Let us summarize the properties of the MIMO models we have constructed:

**Lemma 45.** Let \( \mathcal{I} \) be an instance of \( R[p^i_j, d^i_j] \mathcal{R} \) with \( \mathcal{R} \in \{ \sum w_j C_j, \sum w_j F_j, \sum w_j T_j \} \) with \( m \) machines of \( \kappa \) kinds, \( d \) job types, and denote \( p_{\text{max}} = \max_{1 \leq j \leq d} p_j^i \). There is a MIMO model \( \mathcal{S} \) for \( \mathcal{I} \) with extension-separable convex objective functions and parameters

- \( S(\Delta) = p_{\text{max}}, \)
- \( S(M) = O((d)^2 \cdot p_{\text{max}}), \)
- \( S(d) = d, \)
- \( S(d^i) = O((d)^2 \cdot p_{\text{max}}), \)
- \( S(N) = m, \) and
- \( S(\tau) = \kappa. \)

The following theorem then follows by the application of parts 1, 3 and 4 of Theorem 1.

**Theorem 46.** Fix a scheduling objective \( \mathcal{R} \in \{ \sum w_j C_j, \sum w_j F_j, \sum w_j T_j \} \). The problem \( R[p^i_j, d^i_j] \mathcal{R} \) with \( m \) machines of \( \kappa \) kinds and \( d \) job types with maximum job size \( p_{\text{max}} \) admits a fixed-parameter algorithm for parameters

- \( m + d + p_{\text{max}}, \) and,
- \( d + p_{\text{max}}. \)

### 5.2.4 Introducing Speeds into the Model

Recall that with the \( C_{\text{max}} \) objective we used the right-hand sides to introduce speeds to the model, and this was sufficient because for the objective \( C_{\text{max}} \) the “relative ‘position of a critical time during processing of a job assigned to a realization of an external cycle” is irrelevant. In the case of ordered objectives this changes. Now, when speeds come to play it is not possible to assume a job in an external cycle is split by the corresponding critical time into integral chunks (\( N \)-regularity). The weaker notion of \( \frac{N}{s} \)-regularity is not sufficient, as we want to bound the number of variables in our model independently of the value \( s \). The good news is that there is only a limited number
of (fractional parts of the) “shifts”, i.e., possibilities of how a unit of job size can be split by a critical time in an optimal schedule, as we are about to see. On the other hand, we cannot afford to guess these shifts beforehand and thus we have to be able to express the shift corresponding to a schedule encoded by $\mathbf{y}$. In order to do so we introduce the notion of a busy period of a nonempty (external) cycle on a machine. Fix a machine of kind $i$ and let $s$ be its speed. Let $C$ be a nonempty external cycle in some schedule $\sigma$ and its decomposition $D$ on this machine, and let $J$ be the job assigned to $C$. We say that a busy period of $C$ starts at time $t(J)$ (cf. Lemma 24); recall that $t(J)$ is the latest critical time preceding the execution of $J$ before which the machine is idle (or 0 if the machine is not idle prior to the execution of $J$). Observe now that if $t_k$ is a critical time contained in $C$, then $t_k$ splits $J$ into two parts such that $\alpha + \beta$ of $J$’s size is processed at time $t_k$, where $\alpha \in \mathbb{N}$ and $0 \leq \beta = \text{frac}(s \cdot (t_k - t(J))) < 1$. This is because $s \cdot (t_k - t(J))$ is the total size of jobs a machine processes after $t(J)$ and since the sizes of all jobs ($p^j \ell$) is a positive integer. Note that the value of $\beta$ depends only on the alignment of $t(J)$ with respect to $t_k$; consequently, if the fractional part of $s \cdot (t_k - t(J))$ is the same as the fractional part of $s \cdot (t_k - t_{\ell})$ the busy period for $J$ might as well started at $t_{\ell}$ and the result would be the same.

Observe that the size of a job $J$ assigned to an external cycle $C = C^\text{ext}_{\ell, k}$ is split naturally into three parts as follows.

- The first part is the amount of the size of $J$ which is already processed at time $t_{\ell}$; we denote this $\tilde{\alpha} + \tilde{\beta}$ and we stress that $\tilde{\alpha} \in \mathbb{N}$ and $0 \leq \tilde{\beta} < 1$.

- The second part is possibly empty and is of length $s \cdot (t_k - t_{\ell})$, that is, the amount of $J$’s size $p^j (J)$ processed between the critical times defining the cycle $C$.

- The last part of the total size of $J$ processed after $t_k$; again denote $\alpha + \beta$ with $\alpha \in \mathbb{N}$ and $0 \leq \beta < 1$.

When it comes to the computation of the value of the objective we observe that the area $A^i_k$ remains completely the same. Furthermore, the areas $B^i_k$ and $X^i_k$ remain nearly the same (essentially, we only stretch our arguments by the speed factor). Notice that for computation of $B^i_k$ and $X^i_k$ we needed for each job type its exact completion time after we subtract $t_k$. This is again possible using the shifts $\beta$ and thanks to fractional MIMO objective.

Note that the number of different possible shifts is of order $d^2$, since it is a function only of the two critical times—the one starting the busy period and the last one in the external cycle preceding the current time interval $[t_{\ell}, t_{\ell+1}]$ for some $\ell \in [|T| - 1]$ (i.e., a possibly nonempty internal cycle). Let $\beta_{\ell, t_{\ell}}$ denote the fractional part of the job size to be processed after the critical time $t_{\ell}$ (which we call $t_{\ell}$ busy shift) if the busy period started at time $t_{\ell}$, that is,

$$\beta_{\ell, t_{\ell}} = 1 - \text{frac}(s \cdot (t_{\ell} - t_{\ell})).$$

Let $B^{i,s}$ be the set of all possible shifts with respect to machine kind $i$ and speed $s$. Moreover, we make $B^{i,s}$ “symmetric” by adding to it $(1 - \beta)$ for every $\beta \in B^{i,s}$, and also add 0 to it. This allows us to give an analogue of Lemma 35 which says that it is sufficient to restrict our attention to $(\mathbb{N} + B^{i,s})$-regular schedules, where by $\mathbb{N} + B^{i,s}$ we denote the set $\{\alpha + \beta \mid \alpha \in \mathbb{N}, \beta \in B^{i,s}\}$.

**Lemma 47.** Fix a machine of kind $i$ with speed $s$ and an ordered objective $\mathcal{R}$, and let $x \in \mathbb{N}^d$. If there is a schedule $\sigma'$ of $x$ with value $\varphi$ under $\mathcal{R}$, then there is an $(\mathbb{N} + B^{i,s})$-regular schedule $\sigma$ of $x$ with value at most $\varphi$ under $\mathcal{R}$ such that each cycle of $\sigma$ is a realization of some potential cycle $C \in \mathcal{C}$, and the jobs in each internal cycle $C = C^\text{int}_{\ell, k}$ of $\sigma$ are ordered by $\leq_{\text{R,k}}$. 
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Proof. The procedure is identical to the one described in the proof of Lemma 35. It suffices to observe that the left-aligning of cycles results in a schedule which satisfies $\lambda(C) \in \mathbb{N} + B^i,s$ for all $C \in D'$. Note that this is the point where we are using the symmetry of $B^i,s$, since if $J$ is a job in an external cycle which is split by $t_k$ and $J$ is processed for $\alpha + \beta$ size units after $t_k$ with $\alpha \in \mathbb{N}$, $0 \leq \beta < 1$, it means that $J$ is processed for some $\alpha + \beta$ size units before $t_k$ where $\alpha \in \mathbb{N}$ and $\beta = 1 - \beta$.

Before we proceed let us briefly mention the basis of the MIMO model for polynomial objectives and input given in an s-representation. As the basis we use the constraints (20)–(25) and (30)–(32).

Now, our aim is to design binary variables $y^i,s_{C,\ell,\ell}$ with $C = C^i,\ell$ for some $1 \leq k \leq \ell$ and every $1 \leq \hat{\ell} \leq \ell$ taking value 1 if and only if the external cycle $C$ is nonempty and the busy shift for $C$ is $\beta_{\ell,\ell}$. To that end we add the following constraints to our MIMO model. We now use variables $y^i,s$ instead of $y^i$ in order to clearly keep track of the current machine kind $i$ and its speed $s$; similarly for $z^i,s$.

$$\sum_{1 \leq \ell < \ell}^{\ell} y^i,s_{C,\ell,\ell} + z^i,s_{C} = z^i,s_{\ell} = \sum_{C \in C^i,\ell \text{ contains } t_\ell}^{C} z^i,s_{C} \quad \forall \ell : t_\ell \in T, \forall C \in C^i,\ell$$

$$y^i,s_{\ell,\ell} \leq z^i,s_{k} \quad \forall (k, \ell, \ell) : t_\ell \in T \wedge 1 < \hat{\ell} < k < \ell$$

$$y^i,s_{\ell,\ell} \leq 1 - z^i,s_{\ell} \quad \forall (\ell, \ell) : t_\ell \in T \wedge 1 < \hat{\ell} < \ell$$

$$0 \leq y^i,s_{C,\ell,\ell} \leq 1$$

We are going to see that the variables $y^i,s_{C,\ell,\ell}$ characterize the busy shift of the external cycle $C$ at time $t_\ell$. However, before we do so, we adjust the constraints (29) that we used to indicate a correct split of processing of a job assigned to an external cycle. Now, we take the busy shift variables $y^i,s_{C,\ell,\ell}$ into account.

$$\left( \sum_{p \in [p_{\max}]}^{p} p y^i,s_{C,L,p} \right) + \left( \sum_{1 \leq \ell < \ell \text{ with } \beta_{\ell,\ell} \neq 0}^{\ell} y^i,s_{C,\ell,\ell} \right) + \left( \sum_{p \in [p_{\max}]}^{p} p y^i,s_{C,R,p} \right) = \sum_{j \in [d]}^{j} p_j y^i,s_{j,C} \quad \forall \ell \in [\ell], \forall C \in C^i,\ell$$

We stress here that we have added new variables $y^i,s_{C,L,0}, y^i,s_{C,R,0}$. Furthermore, for technical reasons, we add the following constraints to ensure that if a job is assigned to an external cycle $C^i,\ell$, then a nonzero fraction of its size is executed prior to the critical time $t_k$. Note that this is a natural assumption, since otherwise one can use a different cycle decomposition of an identical schedule. Up until now this property was implied (note that $p \geq 1$ in all sums involved in (29)), however, in order to be able to prove that the variables $y^i,s_{C,\ell,\ell}$ are set correctly, we have to ensure this. To that
end we add the constraints
\[
\sum_{p \in [p_{\max}]} \sum_{p > s - (t_k - t_\ell)} y_{C,L,p}^{i,s} + \sum_{\ell \in [\ell]} y_{C,L,p}^{i,s} \geq z_{C}^{i,s} \quad \forall k \in [|T^i|], \forall 1 \leq \ell \leq k, C = C_{\ell,k}^{ext} \tag{43}
\]
\[
\sum_{p \in [p_{\max}]} y_{C,R,p}^{i,s} + \sum_{\ell \in [\ell]} y_{C,R,p}^{i,s} \geq z_{C}^{i,s} \quad \forall k \in [|T^i|], \forall 1 \leq \ell \leq k, C = C_{\ell,k}^{ext}. \tag{44}
\]

As usually, the last type of conditions we discuss now are the constraints constraining the total “volume” of the jobs assigned to be scheduled in between two critical times. This time we make rather straightforward combination of conditions (27) and (33) as follows
\[
\sum_{j \in [d]} \sum_{t_\ell < C \leq t_k} p_j^{i} \cdot y_{j,C}^{i,s} + \sum_{C \in C_{ext}^T} \sum_{p \in [p_{\max}]} p \cdot y_{C,L,p}^{i,s} = [s \cdot (t_k - t_\ell)] \quad \forall k \in [|T^i|], 1 \leq \ell \leq k. \tag{45}
\]

**Lemma 48.** Let \( C = C_{k,\ell}^{ext} \) be a nonempty external cycle. If the busy period for \( C \) starts in the critical time \( t_\ell \), then the variable \( y_{C,\ell,\ell}^{i,s} \) is set to 1 for exactly one \( 1 \leq \ell < \ell \) with \( \beta_{\ell,\ell} = \beta_{\ell,\ell} \); otherwise all of these variables are set to 0. Furthermore, we have \( z_{k}^{i,s} = 1 \) if and only if there exists a nonempty external cycle \( C \) containing \( t_k \).

**Proof.** We begin the proof by observing the auxiliary variables \( z_{k}^{i,s} \), i.e., we prove that \( z_{k}^{i,s} = 1 \) if and only if there exists a nonempty external cycle \( C \) containing \( t_k \). In order to see this recall first that for an external cycle \( C \) the variable \( z_{C}^{i,s} \) is set to 1 if and only if \( C \) is nonempty in the current assignment (this follows from (21)). Furthermore, there is at most one nonempty (external) cycle containing any critical time due to their mutual incompatibility, by (25). It follows that the right-hand side of (38) is 0 if and only if all of the summands are 0 (i.e., when none of the potential external cycles containing \( t_k \) is realized) while it is 1 if and only if some potential external cycle containing \( t_k \) is realized.

Now constraints (37) imply that exactly one variable \( y_{C,\ell,\ell}^{i,s} \) is set to 1 if a potential external cycle \( C \) is realized. From (40) and (39) it follows that \( y_{C,\ell,\ell}^{i,s} \) can be set to 1 if and only if

- no potential external cycles containing \( t_\ell \) is realized, and
- every critical time between \( t_\ell \) and \( t_k \) is contained in some nonempty external cycle.

Note that if the busy period for \( C \) starts at \( t_\ell \), then no potential external cycle containing \( t_\ell \) is realized due to the discussion following (13). However, the converse is not true! This can happen for a critical time \( t_\ell \) if the last job of the schedule produced by our routine ends exactly at time \( t_\ell \). We claim that if the busy period for \( C \) starts at \( t_\ell \) and every external cycle containing a critical time \( t_\ell \) is empty, then \( \beta_{\ell,\ell} = \beta_{p,\ell} \) (and \( \beta_{p,\ell} = 0 \)). Note that if this is true, then we are done, since (40) and (39) imply that \( y_{C,\ell,\ell}^{i,s} \) can be set to 1 only if \( t_\ell \) is the last critical time prior to \( t_k \) which does not contain any nonempty external cycle.

Let \( t_\ell = t_{\ell_1}, \ldots, t_{\ell_q} \) be the critical times between \( t_\ell \) and \( t_k \) such that no potential external cycle containing a critical time \( t_{\ell_p} \) is realized for \( 1 \leq p \leq q \). Now, the above claim is equivalent to \( \beta_{\ell,p} = \beta_{\ell,p}^{i,s} \) for all \( p = 1, \ldots, q \). Suppose \( 1 < p < q \). Since the busy period for \( C \) does not start in \( t_{\ell_p} \), in an optimal schedule there is no idle time between \( t_{\ell_1} \) and \( t_{\ell_p} \). It follows that the size of all
of the jobs assigned to cycles between \( t_{\ell_1} \) and \( t_{\ell_p} \) completely fills the available processing time on the machine, that is,

\[
\sum_{t_\ell \in C \cap t_{\ell_p}} \sum_{j=1}^d p_j \cdot y_{j,C}^{i,s} = s \cdot \left( t_{\ell_p} - t_{\ell} \right).
\]

Consequently, \( \frac{s \cdot (t_\ell - t_{\ell})}{s \cdot (t_{\ell_p} - t_{\ell})} = \frac{s \cdot (t_\ell - t_{\ell_p})}{s \cdot (t_{\ell} - t_{\ell_p})} \), since the left-hand side of the above expression is integral. The claim follows and so does the lemma.

We are now going to use the new variables to extend the previous definition of the objective functions to the setting with speeds.

**Completion Time.** In the following discussion refer to the segment of the 2D Gannt chart for the \( \sum w_j C_j \) objective in Figure 8 (which itself is a simple combination of Figures 3 and 7). First observe that the area marked \( A \) remains the same. On the other hand, areas \( B \) and \( X \) are indeed affected by the current shift. We now show that still their area (i.e., the respective contribution to the objective) can be expressed with only a minor change using the newly added variables \( y_{i,s}^{i,s} \). Before we do so, we add further auxiliary variables \( y_{k,p,\beta,j}^{i,s} \) for each \( t_k \in T, p \in [p_{\max}], \beta \in B^{i,s}, j \in [d] \), which express the overall shift at \( t_k \) using the variables \( y_{C,i,t}^{i,s} \). To that end we would like to enforce the nonlinear constraints

\[
y_{k,p,\beta,j}^{i,s} = \sum_{C \in \mathcal{C}_{i,s}^t} \sum_{p \in [p_{\max}]} \sum_{k : \beta = \beta_{k,k}} y_{j,C,R,p}^{i,s} \cdot y_{C,k,k}^{i,s} \quad \forall k : t_k \in T.
\]

Fortunately, the multiplication in the above constraint can be linearized, since only binary variables are involved in it (via a simple trick we have already seen). Indeed adding the following equivalent
system of linear constraints (for every $k \in [2, |T|]$) does the job:

$$
\begin{align*}
&\beta_{i,s}^k \geq -1 + y_{j,C,R,p}^i + y_{C,k,k}^i \\
y_{C,k,p,\beta,j}^i \leq y_{j,C,R,p}^i \\
y_{C,k,p,\beta,j}^i \leq y_{C,k,k}^i \\
y_{k,p,\beta,j}^i = \sum_{C \in C_{\text{ext}}^k} y_{C,k,p,\beta,j}^i \\
y_{k,\beta}^i = \sum_{j=1}^d \sum_{p \in [p_{\text{max}}]} y_{k,p,\beta,j}^i
\end{align*}
$$

It is straightforward to verify that the first three constraints assure that $y_{C,k,p,\beta,j}^i = y_{j,C,R,p}^i \cdot y_{C,k,k}^i$.

We conclude that $y_{k,p,\beta,j}^i = 1$ if and only if there is a job of type $j$ scheduled to an external cycle $C \in C_{\text{ext}}^k$ and the size to be processed after $t_k$ is exactly $p + \beta$. Finally, we have that $y_{k,\beta}^i = 1$ if and only if there exists $j \in [d]$ and $p \in [p_{\text{max}}]$ such that $y_{k,p,\beta,j}^i = 1$ (and $y_{k,\beta}^i = 0$ otherwise).

**Lemma 49.** Fix a machine of kind $i \in [\kappa]$ and speed $s$ and let $x \in \mathbb{N}^d$. There exists an $(\mathbb{N} + B_i^{s})$-regular schedule of $x$ if and only if there exist $y, z$ such that all of the constraints (20) – (25), (30) – (32), and (37) – (46) are satisfied. Moreover, the schedule $\sigma(y)$ given by Algorithm 4 is one such schedule. Furthermore, $y_{C,k,p,\beta,j}^i = 1$ for a potential external cycle $C = C_{\ell,k}^{\text{ext}}$ for $\ell, k \in \{2, \ldots, |T| - 1\}$ with $\ell < k$ if and only if there is a job $J$ of type $j$ assigned to a realization of $C$ in $\sigma(y)$ such that at time $t_k$ exactly $\frac{p_i^j - p - \beta}{s}$ units of the total processing time of the job $J$ on the fixed machine are processed.

**Proof.** Suppose there exists an $(\mathbb{N} + B_i^{s})$-regular schedule of $x$ and let $D$ be its cycles (i.e., the potential cycles realized in the $(\mathbb{N} + B_i^{s})$-regular schedule). Now, we use the arguments of Lemma 24.
Algorithm 4: We only redefine the handle_cycle function, the rest of the algorithm is identical to Algorithm 1. The algorithm computes a left aligned schedule from a vector $y$ by placing jobs in internal cycles in the orders $\preceq_i^{R,k}$ and furthermore takes speeds into account.

```python
def handleCycle(i, σ, C, y_C):
    if $C \in C_{\text{init}}$ then
        foreach $j \in [d]$ in order $\preceq_i^{R,\text{left}(C)}$ do
            for $\ell = 1$ to $y_{j,C}$ do
                $t \leftarrow \max(\text{endOf}(σ), \text{left}(C))$
                $σ \leftarrow σ \cup \{\left(j, [t, t + \frac{p_{i,j}}{s_i}]\right)\}$
        else
            Let $k$ be such that $C \in C_{\text{ext}}^{*,k}$
            Let $p, β, j$ be such that $y_{k,p,β,j} = 1$
            $σ(y) \leftarrow σ(y) \cup \{\left(j, [t_k - \frac{p_{i,j} - p - β}{s_i}, t_k + \frac{p_{i,j} + p + β}{s_i}]\right)\}$
```

To derive the vector $x$ and some entries in the vector $y$ that together satisfy conditions (20)–(25). The rest of the $y$ variables is centered around external cycles realized in $D$. Let $C$ be an external cycle realized in $D$ and assume it is a realization of the potential cycle in $C_{\text{ext}}^{*,k}$. Let $J$ be the job assigned to $C$ in the assumed $(N + B_{i,s})$-regular schedule of $x$. Let $p_L$ be the amount of the size of $J$ that is already processed at time $t_k$; note that $p_L < p_i(J)/s$ and let $p_R = (p_i(J)/s) - p_L$. Formally, we have

$$p_R = \frac{C(J) - t_k}{s} \quad \text{and} \quad p_L = \frac{p_i(J) - s \cdot (C(J) - t_k)}{s} = \frac{p_i(J)}{s} - (C(J) - t_k), \quad (p_L, p_R)$$

where $C(J)$ is the completion time of the job $J$. Note that we have $0 < p_L, p_R < p_i(J)/s$. In order to satisfy conditions (30)–(32) we have to set one variable $y_{C,L,p}^i$ to one (i.e., for some $p \in \{0, \ldots, p_{\text{max}}\}$) as well as one variable $y_{C,R,p}^i$, since we have $z_{C}^i = 1$. Let $p = \lfloor s \cdot p_L \rfloor$ and $q = \lfloor s \cdot p_R \rfloor$ and let us set

$$y_{C,L,p}^i = 1 \quad \text{and} \quad y_{C,R,q}^i = 1$$

and all other variables $y_{C,L,p}^i, y_{C,R,p}^i$ we set to 0. Clearly, such an assignment satisfies conditions (30)–(32). Now, it remains to argue about conditions (37)–(45). Satisfying (38) is straightforward—we have to set the variable $z_{C,\ell,s}^i$ to 1 if and only if in $D$ there exists an external cycle containing the critical time $t_{\ell}$. We set the variable $y_{C,\ell,k}^i$ to 1 (recall that $C$ is an external cycle realized in $D$ and $t_k$ is the last critical time contained in its interior) if and only if

(a) the critical time $t_{\ell}$ is not contained in (the interior of) an external cycle in $D$ and

(b) all critical times $t_{\ell}$ with $\ell < \ell < k$ are contained in (the interior of) an external cycle in $D$, otherwise we set it to 0. Clearly, the conjunction of the two hold for exactly one $\ell$ (thus, we have verified (37), since we have $z_{C}^{i,s} = 1$). The condition (40) is fulfilled by (a) since by the above
setting we have \( z_{i,s}^{\ell} = 0 \) as \( t_\ell \) is not contained in an external cycle in \( D \). The condition \((39)\) is fulfilled by \((b)\) since by the above setting we have \( z_{i,s}^{\ell} = 1 \) for all \( \ell \) for which the critical time \( t_\ell \) is contained in the interior of an external cycle in \( D \). Clearly, the above setting assigns the discussed variables to either 0 or 1 and thus \((41)\) follows. Now, we verify \((42)\). First observe that by the above setting, by the above assignment, it boils down to verify \( p + q = p^i(J) \) if and only if \( t_k \) and \( t(J) \) (the critical time in which the busy period of \( J \) starts) align, that is, when \( \text{frac}(s \cdot (t_k - t(J))) = 0 \). Thus, the condition \((42)\) can be verified for \( C \), since using the above assignment, it boils down to verify \( p + q + (\text{frac}(s \cdot (t_k - t(J)))) = p^i(J) \). Verification of \((43)\) and \((44)\) goes back to their intended meaning. First, the left-hand side of \((43)\) is at least one if either

- \( p > s \cdot (t_k - t_\ell) \), where \( \ell \) is chosen such that \( C = C_{\ell,k}^{\text{ext}} \), or
- \( \beta_{\ell,t} \neq 0 \), where \( \ell \) is chosen such that \( C = C_{\ell,k}^{\text{ext}} \) and \( t_\ell = t(J) \).

In order to see that at least one of the above conditions holds, we observe that, since \( C \) is a realization of \( C_{\ell,k}^{\text{ext}} \), we have \( \frac{p^i(J)}{s} - (C(J) - t_\ell) > 0 \), where \( C(J) \) is the completion time of \( J \). This implies that

\[
0 < \frac{p^i(J)}{s} - (C(J) - t_\ell) - (t_k - t_\ell) = p_L - (t_k - t_\ell)
\]

and consequently

\[
p_L > t_k - t_\ell.
\]

Now, since \( p = [s \cdot p_L] \), we get that \( p \geq [s \cdot (t_k - t_\ell)] \). Thus, either \( p > s \cdot (t_k - t_\ell) \) in which case the left hand side of \((43)\) amounts to at least one, as the sum contains the variable \( y_{C,L,p}^{i,s} \); or \( p - s \cdot (t_k - t_\ell) < 0 \). In the later case, we get \( t(J) \) and \( t_\ell \) do not align, since if that is the case, then \( t_k \) is not contained in the interior of \( C \) and thus we obtain a contradiction with \( C \) being a realization of \( C_{\ell,k}^{\text{ext}} \). As now \( t(J) \) and \( t_\ell \) do not align, we conclude that \( y_{C,L,p}^{i,s} \) is contained in the second sum in \((44)\) and the above constructed assignment sets it to 1. Thus, we have verified the condition \((44)\) for \( C \). One can verify \((44)\) by a similar argument. We know that \( z_{C,L,p}^{i,s} = 1 \) and thus \( t_k \) is in the interior of the cycle \( C \). Suppose now that \( y_{C,R,p}^{i,s} = 0 \) for all \( p \in \{p_{\max}\} \), that is, \( 0 < p_R < 1 \). We know by Lemma \((43)\) that \( p_R = \beta_{\ell,k} \) for some \( \ell \in [\ell] \). Furthermore, since \( p_R > 0 \) we get that \( \beta_{\ell,k} \neq 0 \) and thus \((44)\) is satisfied for \( C \).

Now, we set all other variables (e.g., those associated with a potential external not realized in \( D \)) to 0. This way we satisfy conditions \((37)\)–\((44)\): All equations evaluate both left and right hand sides to 0 thus we clearly satisfy conditions \((37)\) and \((41)\)–\((44)\). Observe further that \((38)\) sets the variable \( z_{i,s}^{\ell} \) to 0 if and only if all external cycles containing \( t_\ell \) are not realized in \( D \); otherwise we have set it to 1 (note that there is at most one external cycle containing the critical time \( t_\ell \), since these cycles are incompatible). Consequently, we have verified conditions \((38)\). Moreover, we know that \( z_{i,s}^{\ell} \in \{0,1\} \) for all \( \ell \in [|T|] \). Thus, the right hand-sides in \((39)\) and \((40)\) are in \( \{0,1\} \) and thus satisfied for \( C \) not realized in \( D \), i.e., with \( y_{C,L,p}^{i,s} = 0 \).

It remains to verify \((45)\). This directly follow from \( D \) being a cycle decomposition of an admissible \( (|N| + B_i^{s})\)-regular schedule for \( x \). Fix \( \ell,k \) such that \( 1 \leq \ell < k \leq |T| \). First, if no cycle in \( D \) is a realization of a potential cycle in \( C_{\ell,k}^{\text{ext}} \), then the left hand side of \((45)\) is the total size of all jobs scheduled for processing between \( t_\ell \) and \( t_k \). Let \( a \) be the value of the left hand side. We know that \( a/s \leq t_k - t_\ell \), since \( D \) is a cycle decomposition of an admissible schedule. This is equivalent to \( a \leq s \cdot (t_k - t_\ell) \) and, since \( a \in \mathbb{N} \), even to \( a \leq |s \cdot (t_k - t_\ell)| \) and thus \((45)\) follows in
As a consequence we get

\[ \begin{array}{c}
\text{we already know, conditions (20)–(25), (30)–(32), and (37)–(45). Observe that it is possible to extend } y \text{ so that it satisfies (45) (as already discussed, the first three conditions are equivalent to a product of binary variables and the last condition can be directly fulfilled using the new variable it introduces). As we already know, conditions (20)–(25) ensure that:} \\
\end{array} \]

- \( x_j \) is the total number of jobs of type \( j \) to be processed on the fixed machine,
- \( z_C = 1 \) for an external cycle \( C \) if \( \sum_{j \in [d]} y_{j,C} = 1 \) (that is, if exactly one job is assigned to the potential cycle \( C \)), and
- if for a potential external cycle \( C \) we have \( y_{j,C} = 1 \) for some \( j \in [d] \), then \( y_{j,C,L,q} = 1 \) and \( y_{j,C,R,p} = 1 \) for some \( p, q \in \{0, \ldots, p^i_J\} \).

It is straightforward to verify that the conditions (45) applied for \( \ell \in [|T| - 1] \) and \( k = \ell + 1 \) implies that for a potential internal cycle \( C_{\ell} \in C^{\text{int}} \) we have

\[ \sum_{j \in [d]} p^i_j \cdot y_{j,C} \leq \lfloor s \cdot (t_{\ell+1} - t_\ell) \rfloor \quad \text{consequently} \quad \sum_{j \in [d]} p^i_j \cdot y_{j,C} \leq t_{\ell+1} - t_\ell. \]

It follows from our discussion in the first part of the proof that if \( y \) satisfies (37)–(41) and Lemma 48 then for a potential external cycle \( C \in C^{\text{ext}} \) to which a job \( J \) is assigned we have \( y_{C,\ell,\ell} = 1 \) for some \( \ell \leq \ell \) with \( \beta_{\ell,\ell} = 1 \), where \( t_\ell = t(J) \).

Let \( \sigma(y, \mathcal{R}) \) be the schedule output by Algorithm 4. We claim that \( \sigma(y, \mathcal{R}) \) is an admissible schedule. Note that each job scheduled in \( \sigma(y, \mathcal{R}) \) can only be processed after its release time. Let \( J \) be a job assigned to a potential cycle \( C \) in \( y \) and let \( t_k = \text{right}(C) \) and \( t_\ell = t(J) \). Suppose that \( C \) is a potential internal cycle. Then, (45) when applied to \( t_\ell \) and \( t_k \) together with the above observation implies that \( J \) is assigned to a realization of \( C \) in \( \sigma(y, \mathcal{R}) \). Consequently, \( J \) must finish prior to \( t_k \leq d^i(J) \) (which holds due to (19)). Now suppose \( C \) is a potential external cycle \( C = C^{\text{ext}}_{\ell,k} \) and let \( \hat{C} \) be the collection of potential cycles \( \hat{C} \) with \( \sum_{j \in [d]} y_{j,\hat{C}} \geq 1 \) and \( t_\ell \leq \text{left}(\hat{C}) \) and \( \ell \leq \text{right}(\hat{C}) \). Suppose further that \( y_{k,p,\beta,j} = 1 \) and note that in this case we have \( y_{k,p,\beta,j} = y_{C,k,p,\beta,j} \). Now, (45) applied to \( t_k \) and \( t_\ell \) implies that

\[ \sum_{j \in [d]} \left( \sum_{C \in \hat{C}} p^i_j \cdot y_{j,C} \right) + p \leq \lfloor s \cdot (t_k - t_\ell) \rfloor. \]

As a consequence we get

\[ \frac{\left( \sum_{j \in [d]} \sum_{C \in \hat{C}} p^i_j \cdot y_{j,C} \right) + p}{s} - (t_k - t_\ell) = \beta_{\ell,k} + q, \]

for some \( q \in \mathbb{N} \). Finally, Lemma 48 implies that \( \beta = \beta_{\ell,k} \). We conclude that \( \sigma(y, \mathcal{R}) \) is an admissible schedule and exactly \( \frac{p^i + \beta}{s} \) units of \( p^i(J) \) are already processed at time \( t_k \). \( \square \)
Now, we know our new model yields (via $\sigma(y, R)$) a feasible schedule with stronger properties for jobs assigned to a (realization of) potential external cycle. We are going to use these properties to yet again compute the objective—sum of weighted completion times. This we do similarly to before, since we know that
\[
\sum_{J \in \mathcal{J}(x)} w(J) \cdot C_J^{\sigma(y, R)} = \sum_{k \in [|T^i|]} \left( A_k^{i,s}(y) + B_k^{i,s}(y) + X_k^{i,s}(y) \right).
\]

The areas (quantities) $A_k^{i,s}, B_k^{i,s}, X_k^{i,s}$ are defined as in the previous section. Again we first begin with computation of simpler linear parts of the objective and later we move our attention to the convex nonlinear part ($B_k^{i,s}$).

**Lemma 50.** Fix a machine of kind $i$ with speed $s$ and let $(x, y, z)$ satisfy constraints (20)–(25), (30)–(32), and (37)–(46). The functions $A_k^{i,s}$ and $X_k^{i,s}$ are linear in $y$, for all $k \in [|T^i|] - 1$.

**Proof.** First note that by the definition of $A_k^{i,s}$ this part is equal to the $t_k$ multiple of sum of weights of all the jobs assigned to $C_k^{\text{int}}$ and $C_k^{\text{ext}}$. Thus, following the same arguments as in Lemma 38 we arrive to
\[
A_k^{i,s} = t_k \cdot \left( \sum_{j \in [d]} w_j \cdot y_{j, C_k^{\text{int}}} + \sum_{C \in C_k^{\text{ext}}} \sum_{j \in [d]} w_j \cdot y_{j, C} \right).
\]

That is, this part remains unaffected by the presence of speed.

The part $X_k^{i,s}$ is going to be fractional. Suppose there is a job $J$ of type $\hat{j}$ assigned to a potential cycle in $C_k^{\text{ext}}$, since otherwise we have $X_k^{i,s} = 0$ (and we will show that in such a case our formula is correct as well). We already know (Lemma 49) that the completion time of $J$ in $\sigma(y, R)$ is exactly $t_k + \frac{p + \beta}{s}$ if and only if $y_{k,p,\beta,j} = 1$. Thus, in such a case we have $X_k^{i,s} = \frac{p + \beta}{s} \cdot w(J)$. We set
\[
X_k^{i,s} = \frac{1}{s} \cdot \sum_{p \in [p_{\text{max}}]} \sum_{\beta \in B^{i,s}} \sum_{j \in [d]} \left( w_j \cdot (p + \beta) \cdot y_{k,p,\beta,j} \right).
\]

Clearly, the above expression is a linear function in $y$. If there is no job assigned to an external cycle in $C_k^{\text{ext}}$, then we have $y_{k,p,\beta,j} = 0$ for all $p \in [p_{\text{max}}], \beta \in B^{i,s}, j \in [d]$. Thus, the right hand side of the above expression is 0 and so in such a case it is a correct expression as well. Now, if there is a job $J$ (of type $\hat{j}$) assigned to a realization of an external cycle in $C_k^{\text{ext}}$, then exactly one variable $y_{k,p,\beta,j} = 1$ (and the rest of $y_{k,p,\beta,j}$ is set to 0, due to (44)). Consequently, the right hand side becomes $\frac{1}{s} \cdot w_j \cdot (\hat{p} + \hat{\beta})$ which is correct, since we know that $\frac{\hat{p} + \hat{\beta}}{s}$ is the difference between the completion time of $\hat{J}$ in $\sigma(y, R)$ and the critical time $t_k$. \hspace{1cm} \Box

Now, to keep our argumentation as simple as possible and close to the arguments given in the previous section, we in fact compute the $s$ multiple of the part $B_k^{i,s}$. This allows us to keep the idea behind the $\alpha_k^{i,s}$ variables as before; we only introduce a specialized variable for every $\beta \in B^{i,s}$. In fact, we redefine $\alpha_k^{i,s,0}$ as follows
\[
\alpha_k^{i,s,0} = \sum_{j \in [d]} \sum_{p \in [p_{\text{max}}]} \frac{p}{s} \cdot y_{k,p,\beta,j} \hspace{1cm} \forall k \in \{2, \ldots, |T^i|\}, \forall \beta \in B^{i,s}
\]
and similarly for the other variables, that is, we have
\[
\alpha_{k,\beta,j}^{i,s} = p_{j}^{i} \cdot y_{j,C}^{i,s} + \alpha_{k,\beta,succ_{k,R}(j)}^{i,s} \quad \forall j \in [d], \forall \beta \in B_{k}^{i,s},
\]  
(48)

where \(C = C_{k}^{int}\). Although now \(\alpha\) is defined differently, the idea behind its definition remains the same. Observe that \(\alpha_{k,\beta,j}^{i,s}\) is in fact the \(s\)-multiple of the completion time in \(\sigma(y, R)\) minus \(\beta\) of the last job assigned to \(C_{k}^{int}\).

Similarly to Lemma 39 we observe that if there is a solution for our model without the variables \(x\) added in order to compute the objective, then it is possible to compute the values satisfying constraints (44)–(48).

**Lemma 51.** It for a vector \(x \in \mathbb{N}^{d}\) there exist integral vectors \(y, z\) satisfying constraints (21)–(25), (29)–(32), and (37)–(46), then there exists an integral \(y, x\) satisfying (21)–(25), (29)–(32), and (37)–(48). \(\square\)

Recall that \(\rho_{k,j}^{i}\) is the slope of job type \(j\) without taking the speed of the particular machine into account, that is, \(\rho_{k,j}^{i} = w_{j}/p_{j}^{i}\). This remains correct now, since we are going to express the \(s\)-multiple of \(B_{k}^{i,s}\) (i.e., we locally stretch the time in order to work directly with the integral job sizes of the stretched time axis). Now, we are ready to define the sought alternative view on \(B_{k}^{i,s}\).

This finishes the description of all model changes needed.

**Tardiness.** We take the same approach as previously, that is, we first compute the penalty for jobs scheduled after the critical time \(t_{k}\) that are already late. That is, we define \(w_{k,j}^{i} = 0\) if \(t_{k} \leq d_{j}\) and \(w_{k,j}^{i} = w_{j}\), otherwise. Now, the green area can be computed as follows
\[
A_{k}^{i,s}(y) = \sum_{j=1}^{d} w_{k,j}^{i} \left(y_{j,C_{k}^{int}} + \sum_{C \in C_{k}^{ext}} y_{j,C}^{i,s}\right) (t_{k} - d_{j})^2.
\]
(\(A_{k}^{i,s}\))

Finally, \(B_{k}^{i,s}(y, \alpha), X_{k}^{i,s}(y)\) remain nearly the same as in the previous section. The only subtle difference is that now we use weights \(w_{k,j}^{i}\) instead of \(w_{j}\); note that we use these weights when defining the slopes \(\rho_{k,j}^{i}\).
5.2.5 Handling Fractionality of Objective Functions

In Section 2 we have defined MIMO only for objective functions which are integer-valued over integer points, i.e., \( \forall x \in \mathbb{Z}^{d+d'} : f_i(x) \in \mathbb{Z} \) for each \( i \in [\tau] \). This condition is not satisfied in the aforementioned models with speeds because some terms of the objective function are scaled by a fractional factor \( 1/s \) (or \( 1/s^2 \) in the case of \( \sum w_j C_j \) objective in the \( s \)-representation). Hence, to satisfy the integrality condition, it suffices to multiply all the objective functions by the least common multiple of the denominators \( q \) of the fractions (one for each distinct speed) \( p/q = 1/s \) (with \( p, q \) coprime). This increases the maximum value of the objective function at most by \( O(2^{(s-\tau)}) \) and hence the factor \( \log f_{\text{max}} \) in the time complexity of solving MIMO increases at most by a multiplicative factor of \( (s) \cdot \tau \), that is, polynomially in the input encoding.

We summarize the parameters of the above three models. In fact, we have added \( O((d)^4) \) new variables \( (\alpha) \); thus, we conclude the following MIMO parameters.

**Lemma 52.** Let \( I \) be an instance of \( R|r_j^i, d_i^j|R \) in its \( s \)-representation with \( R \in \{ \sum w_j C_j, \sum w_j F_j, \sum w_j T_j \} \) with \( m \) machines of \( \kappa \) kinds, speed vectors \( s_1, \ldots, s_s \), hence \( \tau = \kappa \cdot \bar{\tau} \) types of machines, and \( d \) job types, and denote \( p_{\text{max}} = \max_{1 \leq j \leq d} (\max p_{ij}) \). There is a MIMO model \( S \) for \( I \) with extension-separable convex objective functions and

\[
\begin{align*}
S(\Delta) &= p_{\text{max}}, & S(M) &= O((d)^4 \cdot p_{\text{max}}), & S(d) &= d, \\
S(d^i) &= O((d)^4 \cdot p_{\text{max}}), & S(N) &= m, \text{ and} & S(\tau) &= \tau = \kappa \cdot \bar{\tau}.
\end{align*}
\]

Again, applying parts 1, 3 and 4 of Theorem 51 we obtain the following.

**Theorem 53.** Fix an ordered objective \( R \in \{ \sum w_j C_j, \sum w_j T_j, \sum w_j F_j \} \). Problem \( R|r_j^i, d_i^j|R \) in \( s \)-representation with \( m \) machines of \( \tau \) types, \( d \) job types with maximum job size \( p_{\text{max}} \), and speeds, admits a fixed-parameter algorithm for parameters

\[
\begin{align*}
m + d + p_{\text{max}} \text{ and} \\
d + p_{\text{max}}
\end{align*}
\]

5.3 Bin Packing

In the following subsection we show that several variants of Bin Packing in the high-multiplicity setting can be modeled as MIMO.

5.3.1 Problem Definitions

In the Multiple Knapsack problem we are given positive integers \( B, d, d', \tau \), vectors \( b^i \in \mathbb{N}^{d'} \) of knapsack capacities and \( \mu^i \) of knapsack multiplicities for each knapsack type \( i \in [\tau] \), and vectors \( s_j \) of item sizes for \( j \in [d] \). The task is to partition the \( n = \sum_{j=1}^{d'} n_j \) items into \( B = \sum_{i=1}^\tau \mu^i \) bins such that sum of items (which are vectors) packed into a bin does not exceed its capacity (in any dimension). Bin Packing is the case when the dimension of an item \( d' \) is equal to 1, the number of bin types \( \tau \) is 1, and we do binary search over the number \( n \) of bins necessary to pack all the items in order to find the smallest such value. Another variant of Bin Packing generalized by Multiple Knapsack is Bin Packing with Cardinality Constraints, where items are
one-dimensional but each bin additionally has a limit on the number of items it can pack. This is modeled as Multiple Knapsack by representing each item as a 2-dimensional vector, with the first dimension being the item’s size, and the second dimension being 1, and with the second coordinate of the knapsack capacity tuple representing the limit on the number of items it can pack, hence \( d = 2 \), \( \tau = 1 \), and we find the smallest necessary number of bins using binary search. Cutting stock is the related problem where \( d' = 1 \), \( \tau \) is the number of roll lengths, \( \mu_i = n \) and with the \( i \)-th objective function being a fixed-charge objective incurring a cost \( c_i \in \mathbb{N} \) for each bin of size \( i \) which is used.

In the Bin Packing with General Cost Structures (GCBP) \cite{2,17} problem we are given \( n \) items with integer sizes \( s_1, \ldots, s_n \) and a monotonically non-decreasing concave function \( f: [n] \to \mathbb{R}_{\geq 0} \) with \( f(0) = 0 \). The cost of a bin containing \( p \) items is \( f(p) \). The task is to find a packing of all items into (at most) \( B \) bins each of which contains items of total size at most the common integer capacity such that the total cost is minimized.

### 5.3.2 Multiple Knapsack

The following constraints define the polytope \( P^i \) of possible configurations of items in a knapsacks of type \( i \in \mathbb{N} \):

\[
\sum_{j=1}^{d} s_{j, \delta} x_j \leq b_i^\delta \quad \forall \delta \in \mathbb{N}^{d'}
\]

\[
x_j \geq 0 \quad \forall j \in \mathbb{N}^d
\]

There is no objective since we only have to decide whether a packing into \( B \) knapsacks of a given type exists. In summary, the properties of the model are:

**Lemma 54.** Let \( I \) be an instance of Multiple Knapsack, and let \( \sigma = \max_{i \in \mathbb{N}}(\|s_i\|_\infty) \). There exists a MIMO model of \( I \) with an empty objective function and with parameters

- \( S(\Delta) = \sigma \)
- \( S(M) = d' \)
- \( S(d) = d \)
- \( S(d') = 0 \)
- \( S(N) = B \), and
- \( S(\tau) = \tau \).

Applying parts 1, 3 and 4 of Theorem 1 gives:

**Theorem 55.** Let \( \sigma = \max_{i \in \mathbb{N}}(\|s_i\|_\infty) \). Multiple Knapsack is fixed-parameter tractable parameterized by

- \( d + d' + B \),
- \( d + d' + \sigma \), and,
- \( d + d' + \tau \) if \( \sigma \) is given in binary.
5.3.3 Bin Packing with General Cost Structures

Let us turn to the Bin Packing with General Cost Structures problem. There is only one type of bin, hence $\tau = 1$. The polytope $P^1$ describing the set of configurations of items of a bin is given simply by the knapsack constraint

$$\sum_{j=1}^{d} s_j x_j \leq b$$

$$x_j \geq 0 \quad \forall j \in [d] .$$

The objective function is $f^1(x) = f(\sum_{j=1}^{d} x_j)$, and it is in general concave, since if it is linear the problem is trivial. Summarizing the properties of the above model:

**Lemma 56.** Let $I$ be an instance of Bin Packing with General Cost Structures. There is a MIMO model of $I$ with a concave objective and parameters

- $S(\Delta) = \sigma$,
- $S(M) = 1$,
- $S(d) = d$,
- $S(d^i) = 0$,
- $S(N) = B$, and
- $S(\tau) = 1$. \hfill \square$

Now Part 2 of Theorem 1, the only part applicable to a MIMO with concave objectives, yields the following theorem.

**Theorem 57.** Bin Packing with General Cost Structures is fixed-parameter tractable when parameterized by $d$ and all $s_i$ are given in unary. \hfill \square

5.4 Surfing

Here we discuss the Surfing problem, which demonstrates the utility of MIMO beyond scheduling and bin packing, and particularly the usefulness of part 3 of Theorem 1 in handling many types of locations.

In the Surfing problem we have $d'$ commodities and $d''$ servers (“service providers”), with each server $j \in [d'']$ declaring a supply vector $s_j \in \mathbb{N}^{d'}$ indicating how much of each commodity it is capable of supplying. Moreover, $N$ is a large number of surfers of $\tau$ types such that there are $\mu_i \in \mathbb{N}$ surfers of type $i$ and $N = \mu_1 + \cdots + \mu_\tau$, and for each type $i \in [\tau]$ there is a demand vector $\delta^i \in \mathbb{N}^{d'}$ with respect to the commodities, a capacity vector $\gamma^i \in \mathbb{N}^{d''}$ with respect to the servers, and a cost vector $c^i \in \mathbb{N}^{d' \cdot d''}$ with respect to commodity-server pairs. For example, $\delta^i_j$ is the demand of a surfer of type $i \in [\tau]$ for commodity $j \in [d']$, $\gamma^i_j$ is a bound on the total amount of all commodities received by a surfer of type $i \in [\tau]$ from the server $j \in [d'']$, and $c^i_{j',j''}$ is the cost per one unit of commodity $j' \in [d']$ received from server $j'' \in [d'']$ by a surfer of type $i \in [\tau]$. The task is to determine, for each surfer, how much commodity they should buy from each server so as to satisfy the surfer’s demand for each commodity, stay within capacity bounds, and minimize total cost, while also staying within each server’s supply. We denote $\delta = (\delta^1, \ldots, \delta^\tau)$, $\gamma = (\gamma^1, \ldots, \gamma^\tau)$, and $c = (c^1, \ldots, c^\tau)$.

We model Surfing as MIMO in the following way. We let $d = d' \cdot d''$ and we let $n = (s_1, \ldots, s_{d''})$. Let $x_{jk}$ be a variable describing how much commodity $j$ a given surfer is buying from the server $k$. 
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The polytope $P^i$ describing assignments satisfying the surfer’s demands and staying within bounds is given by the following constraints:

\[
\begin{align*}
\sum_{k=1}^{d''} x_{jk} &= \delta^i_j & \forall j \in [d'] \\
\sum_{j=1}^{d'} x_{jk} &\leq \gamma^i_k & \forall k \in [d''] \\
x &\geq 0,
\end{align*}
\]

and the objective function of a surfer of type $i \in [\tau]$ is $f^i(x) = \sum_{j=1}^{d'} \sum_{k=1}^{d''} c^i_{jk} x_{jk}$. It remains to deal with the fact that we do not have to use up all the available supply, so we introduce a “slack” surfer type $\tau + 1$ with only non-negativity constraints and no objective.

**Lemma 58.** There is a MIMO model $S$ for Surfing with parameters

- a) $S(\Delta) = 1$,
- b) $S(M) = d' + d''$,
- c) $S(d) = d = d' \cdot d''$,
- d) $S(d^z) = 0$,
- e) $S(N) = N$,
- f) $S(\tau) = \tau + 1$.

Applying part 3 of Theorem 1 then yields that

**Theorem 59.** Surfing can be solved in time $(d^2)^{O(d^2)} \langle N, n, \delta, \gamma, c \rangle^{O(1)}$, i.e., single-exponential in $d = d' \cdot d''$ and polynomial in the binary encoding of the rest of the input data.

6 Research Directions

Our work poses several research directions. Due to Part 4 of Theorem 1 and the work of Goemans and Rothvöss [23] we now have a fairly good understanding of the parameterized complexity of many high-multiplicity scheduling problems in the setting with few job types and unary job sizes. However, a glaring large class where we do not know anything beyond small job sizes are scheduling problems with objectives from $\mathcal{C}_\text{poly}$, the simplest ones being $P||\sum w_j C_j$ or $P||\ell_2$. More generally, could Part 4 of Theorem 1 be extended to the optimization of separable convex objectives? On the negative side, our hardness results hint at (parameterized) intractability of scheduling with few job types but many machine types. This leads us to ask whether $R||C_{\text{max}}$ with many machine types is NP-hard for a constant number of job types $d$, or perhaps $W[1]$-hard parameterized by $d$?
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A Appendix: Omitted Proofs

A.1 Proofs for Section 2

Proof of Lemma 61 Let \( E_1 = (I \ 0) \in \mathbb{Z}^{d \times (d + D + M)} \) where \( I \) is the \((d \times d)\)-identity matrix and \( 0 \) is a \((d \times (D + M))\)-all-zero matrix, let \( E_i = E_1 \) for each \( i \in [\tau] \), and let \( b^0 = n \). The last \( M \) coordinates of each brick will play the role of slack variables in order to model inequalities in the system \( A^i x \leq b^i \). For each \( i \in [\tau] \), obtain \( E_2 \) from \( A^i \) by adding \( M - m^i \) zero rows and \( D - d^i \) zero columns, and then appending from the right the \( M \times M \) identity matrix, ensuring \( E_2 \) has \( M \) rows and \( d + D + M \) columns, and append \( M - m^i \) zeroes to \( b^i \). Formally extend the objective function \( f^i \) to \( d + D + M \) dimensions by making it ignore the last \( M + D - d^i \) dimensions. For each \( i \in [\tau] \), define \( E^i = \{-\infty\}^{d+d^i} \times \{0\}^{M+D-d^i} \) and \( u^i = \{+\infty\}^{d+d^i} \times \{0\}^{D-d^i} \times \{+\infty\}^M \). Let \( m^i \) be the number of bricks of type \( i \), for each \( i \in [\tau] \).

It is easy to check that, for each brick \( j \in [N] \) of type \( i \) in \([\tau]\) of the resulting huge \( N\)-fold formulation, \( x^i \) restricted to the first \( d + d^i \) coordinates can take on exactly the values of \( P^i \cap \mathbb{Z}^{d+d^i} \). Moreover, the objective value of the brick is exactly the objective value of corresponding point of \( P^i \cap \mathbb{Z}^{d+d^i} \) in the MIMO problem. Finally, by the definition of \( E_1 \), the sum of the restrictions of all bricks to the first \( d \) coordinates is exactly \( n \). This shows that we have reduced the MIMO instance to a huge \( N\)-fold IP instance, and the bounds are clearly as stated in the Lemma.

A.2 Proofs for Section 4

We build on the following theorem of Goemans and Rothvoß [23]:

Proposition 60 (Structure Theorem [23]). Let \( P = \{x \mid Ax \leq b\} \subseteq \mathbb{R}^d \) be a polytope with \( A \in \mathbb{Z}^{m \times d} \) and \( b \in \mathbb{Z}^m \) such that all coefficients are bounded by \( \Delta \) in absolute value. Then there exists a set \( Y \subseteq P \cap \mathbb{Z}^d \) of size \( |Y| \leq S := m^d d^{O(d)} (\log \Delta)^d \) that can be computed in time \( S^{O(1)} \) with the following property. For every vector \( n = \sum_{x \in P \cap \mathbb{Z}^d} \lambda x \) with \( \lambda \in \mathbb{N}^{P \cap \mathbb{Z}^d} \), there exists a vector \( \hat{\lambda} \in \mathbb{N}^{P \cap \mathbb{Z}^d} \) such that \( n = \sum_{x \in P \cap \mathbb{Z}^d} \lambda x \), and,

\[
\begin{align*}
&\text{a)} \ \hat{\lambda}_x \in \{0,1\} \forall x \notin Y, & \text{b)} \ |supp(\hat{\lambda}) \cap Y| \leq 2^{2d}, & \text{c)} \ |supp(\hat{\lambda}) \setminus Y| \leq 2^{2d}.
\end{align*}
\]

We start by showing a natural extension of the Structure Theorem (Proposition 60) to the multitype setting.

Lemma 61 (Multitype Structure Lemma). Let \( P^1, \ldots, P^\tau \) be a \( P\)-representation of \( X^1, \ldots, X^\tau \). Then, for each \( i \in [\tau] \), there exists a set \( Y^i \subseteq P^i \cap \mathbb{Z}^{d+d^i} \) of size \( |Y^i| \leq S^i := (m^i)^{d+d^i}(d+d^i)^{O(d+d^i)\log \Delta^{d+d^i}} \) that can be computed in time \( (S^i)^{O(1)} \) with the following property. For every vector \( n = \sum_{i=1}^\tau \sum_{(x,x')} \in P^i \cap \mathbb{Z}^{d+d^i} \lambda^i_{(x,x')} x \) with non-negative integral \( \lambda \), there exists a non-negative integral vector \( \hat{\lambda} \) such that \( n = \sum_{i=1}^\tau \sum_{(x,x')} \in P^i \cap \mathbb{Z}^{d+d^i} \hat{\lambda}^i_{(x,x')} x \), and, for each \( i \in [\tau] \),

\[
\begin{align*}
&\text{a)} \ \hat{\lambda}^i_{(x,x')} \in \{0,1\} \forall (x,x') \notin Y^i, & \text{b)} \ |supp(\hat{\lambda}^i) \cap Y^i| \leq 2^{2(d+d^i)}, & \text{c)} \ |supp(\hat{\lambda}^i) \setminus Y^i| \leq 2^{2(d+d^i)}, & \text{d)} \ \|\hat{\lambda}^i\|_1 = \|\lambda^i\|_1.
\end{align*}
\]

Proof. First, extend each \( P^i \) with a coordinate which is always 1, i.e., replace \( P^i \) with \( \{(1,x,x') \mid (x,x') \in P^i\} \). This only increases the dimension by 1 and requires an additional equality constraint. Then, apply the Structure Theorem to each \( P^i \) individually. Let \( m^i = \|\lambda^i\|_1 \) and \( N = \|\lambda\|_1 \). Now
observe that if \((N, \mathbf{n}) = \sum_{i=1}^{\tau} \sum_{(x, x') \in P(\tau \cap \mathbb{Z}^{d+d^t})} \lambda_i^{(1,x,x')} (1, x)\), then there is a decomposition of \((N, \mathbf{n})\) into \(\tau\) summands \((\mu^i, \mathbf{n}^i) = \sum_{(x, x') \in P(\tau \cap \mathbb{Z}^{d+d^t})} \lambda_i^{(1,x,x')} (1, x)\) to which the statement of the Structure Theorem applies directly, and we obtain all points except for point \(d\). To argue this last point, observe that both decompositions \(\mathbf{\lambda}^i\) and \(\mathbf{\lambda}^i\) decompose \(\mathbf{n}^i\) into \(\mu^i\) points of \(P^i \cap \mathbb{Z}^{d+d^t}\) and the claim holds. Thus, for each \(i \in [\tau]\), \(Y^i\) is obtained by applying Proposition 60 to the extended polytope \(P^i\) and then projecting out the first coordinate of each element of the computed set.

**Proof of Theorem 1, part 4.** First, compute the sets \(Y^1, \ldots, Y^\tau\) from Lemma 61. Our goal now is to set up an ILP in small dimension which will correspond to an optimal solution \(\mathbf{\lambda}\) with the properties of Lemma 61 (i.e., most of its support lies in \(\bigcup_i Y^i\)). Fix such an optimal \(\mathbf{\lambda}\). For each \(i \in [\tau]\), guess a subset \(Z^i \subseteq Y^i\) which satisfies \(|Z^i| \leq 2^{2(d+d^t)}\) and \(|\text{supp}(\mathbf{\lambda}^i) \setminus Z^i| \leq 2^{2(d+d^t)}\). Also guess the number \(\mu^i = |\text{supp}(\mathbf{\lambda}^i \setminus Z^i)|\). Note that there are \(\prod_{i=1}^\tau (S^i)^{O(2^{2(d+d^t)})}\) choices. For each guess, we construct an IP with few variables and a linear objective function, solve it, and then pick the best obtained value across all guesses and transform it into a solution of MIMO.

Introduce a variable \(\lambda^i_{(z, z')}\) for each \(i \in [\tau]\) and each \((z, z') \in Z^i\). Additionally, for each \(i \in [\tau]\), introduce \(\tilde{\mu}^i\) vectors of variables \((x, x')^i_j\). Then, consider the following constraints:

\[
A^i(x, x')^i_j \leq \mathbf{b}^i \quad \forall i \in [\tau], j \in [\tilde{\mu}^i] \\
\sum_{i=1}^{\tau} \left[ \sum_{(z, z') \in Z^i} \lambda^i_{(z, z')} (x, x')^i_j - \sum_{j=1}^{\tilde{\mu}^i} (x, x')^i_j \right] = \mathbf{n} \quad (50)
\]

\[
\sum_{(z, z') \in Z^i} \lambda^i_{(z, z')} = \mu^i - \tilde{\mu}^i \quad \forall i \in [\tau] \text{ with } 0 \notin X^i \quad (51)
\]

\[
\sum_{(z, z') \in Z^i} \lambda^i_{(z, z')} \leq \mu^i - \tilde{\mu}^i \quad \forall i \in [\tau] \text{ with } 0 \notin X^i \quad (52)
\]

\[
\lambda^i_{(z, z')} \in \mathbb{N} \quad \forall i \in [\tau], \forall (z, z') \in Z^i \quad (53)
\]

\[
(x, x')^i_j \in \mathbb{Z}^{d+d^t} \quad \forall i \in [\tau], \forall j \in [\tilde{\mu}^i] \quad (54)
\]

and, depending on the objective of the MIMO instance, solve with one of the objectives

\[
\text{linear}(\mathbf{\lambda}, x, x') = \sum_{i=1}^{\tau} \left[ \sum_{(z, z') \in Z^i} \lambda^i_{(z, z')} (w, z) + \sum_{j=1}^{\tilde{\mu}^i} w^i x^i_j \right], \text{ or,}
\]

\[
\text{fixed-charge}(\mathbf{\lambda}, x, x') = \sum_{i=1}^{\tau} \left[ \sum_{(z, z') \in Z^i} \lambda^i_{(z, z')} c^i + \tilde{\mu}^i c^i \right].
\]

The constraints (50) and (54) ensure that the variable vectors \((x, x')^i_j\) assume values from \(P^i \cap \mathbb{Z}^{d+d^t}\), for each \(i \in [\tau]\), enforcing the meaning that these variables represent the part of solution \(\mathbf{\lambda}\) whose support does not lie in \(Y^i\) (cf. Lemma 61). The constraint (51) ensures that the solution indeed corresponds to a decomposition of \(\mathbf{n}\) into points from \(\bigcup (P^i \cap \mathbb{Z}^{d+d^t})\). The constraints (51)–(54) ensure that the number of non-zero configurations of type \(i\) is at most \(\mu^i\).

Let \((\mathbf{\lambda}, x, x')\) be an optimum of the model above, computed using an algorithm for ILP in small dimension (cf. [21, 67]). We construct a solution \(\mathbf{\lambda}^*\) of MIMO as follows. For each \(i \in [\tau]\) and each
\[ z \in \mathbb{Z}^d \text{ such that } z \in \pi^*(P^i), \text{ let} \]

\[
\lambda^*(i, z) = \left( \sum_{z' \in \mathbb{Z}^d: (z, z') \in P^i} \lambda(i, z, z') + \sum_{j \in [\bar{\mu}^i], (x, x')_j = (z, z')} 1 \right),
\]

and let \( \lambda^*(i, 0) = \mu^i - \sum_{z \in (\pi^*(P^i))^{-1}(\emptyset) \cap \mathbb{Z}^d} \lambda^*(i, z) \). We argue that \( \lambda^* \) is an optimal solution.

First, consider a linear objective. Observe that any solution of MIMO induces a decomposition \( n = \sum_{i=1}^{\tau} n_i \), and that this decomposition fully determines the objective function, which becomes \( \sum_{i=1}^{\tau} w_i n_i \). Furthermore, part (d) of Lemma 61 guarantees that we can (almost) restrict our attention to the special sets \( Y^i \) without ruling out any decomposition of \( n \) into \( n_i \). Second, considering a fixed-charge objective, observe that the constraint (52) and our separate handling of \( \lambda^*(i, 0) \) encodes this objective appropriately.

Regarding runtime, the number of times we solve the ILP constructed above is equal to the number of guesses of the sets \( Z^i \) and the numbers \( \bar{\mu}^i \), which is

\[
\prod_{i=1}^{\tau} (S^i)^{O(2^{(d+d^{\max})})} \leq \left((M)^{(d+d^{\max})}(d+D)^{O((d+D)(\log \Delta))^{(d+D)}}\right)^{\tau 2^{O((d+D))}}
\]

\[
\leq \left((M + d + D + \log \Delta)^d d^{\max}\right)^{\tau 2^{O((d+D))}}
\]

\[
\leq (M + d + D + \log \Delta)^{d (d+D)^{O(1)}}.
\]

The ILP we have constructed has dimension

\[ p = \sum_{i=1}^{\tau} (|Z^i| + \bar{\mu}^i (d + d^j)) \leq \tau 2^{2(d+D)} + 2^{2(d+D)(d + D)} \leq (\tau + d + D)2^{2(d+D)}, \]

and can be solved in time \( p^{O(p)} \hat{L}^{O(1)} \) by Kannan’s algorithm [37] (recall that \( \hat{L} = (\langle N, b^1, \ldots, b^\tau, \Delta, f_{\max} \rangle) \)), so the total runtime is upper bounded by \( (dDM \log \Delta)^{\tau(d+D)^{O(1)}} \hat{L}^{O(1)}. \)

\section*{A.3 Hardness}

\textbf{Proposition 2.} Solving MIMO systems

1. is \( \mathcal{W}[1]-\text{hard parameterized by } d \) only, even if \( \|X\|_\infty \) is given in unary;

2. with a fixed-charge objective is \( \text{NP-} \text{hard even with } d = 1 \) and \( \|X\|_\infty = 1 \) (but with large penalties);

3. with a separable concave quadratic objective is \( \text{a) NP-} \text{hard even with } d = 2 \) and \( \|X\|_\infty = 1 \), and \( \text{b) } \mathcal{W}[1]-\text{hard parameterized by } d \) even when the largest coefficient of the objective is given in unary and \( \|X\|_\infty = 1 \).

\textbf{Proof. Part 1.} Consider the \textsc{Unary Bin Packing} problem, in which we have \( n \) items of sizes \( o_1, \ldots, o_n \in \mathbb{N} \) with \( \max_{i \in [n]} o_i = O \leq \text{poly}(n) \), a capacity \( B \in \mathbb{N} \), and an integer \( k \in \mathbb{N} \), and we ask
whether the items can be packed into \( k \) bins of capacity \( B \). Jansen et al. \cite{Jansen2002} have shown that \textsc{Unary Bin Packing} is \( \text{W}[1] \)-hard parameterized by \( k \), even for tight instances where \( \sum_{i=1}^{n} \alpha_i = kB \).

We shall construct a MIMO instance with \( n \) types. We let \( P^i \), for each \( i \in [n] \), be defined by the system

\[
\begin{align*}
\sum_{j=1}^{k} x_{ij} &= \alpha_i, \\
\sum_{j=1}^{k} y_{ij} &= 1, \\
\forall j \in [k], x_{ij} &\leq O y_{ij}, \\
x &\geq 0,
\end{align*}
\]

and we let \( d = k \), \( d^i = k \), and \( \mu^i = 1 \), for each \( i \in [n] \), and define the \( y \) variables to be the one which are discarded by the projection \( \pi^i \). Finally, we let \( n \) be a \( k \)-dimensional vector of all \( B \).

It is easy to see that \( \pi^i(P^i) \cap \mathbb{Z}^k = \{(\alpha_1, 0, \ldots, 0), (0, \alpha^i, 0, \ldots, 0), \ldots, (0, \ldots, 0, \alpha_i)\} \) and each element encodes the bin into which item \( i \) is assigned. Thus, the MIMO instance is feasible if and only if there exists an assignment of items to bins such that the sum of item sizes of each bin is \( B \).

**Part 3b**). We will continue working with the MIMO instance constructed above. Recall that minimizing a concave function is equivalent with maximizing a convex function, which is the perspective we shall take here. Our goal now is to model the constraint (56) which involves the big coefficient \( O \) by the objective. Let each \( P^i \) now be only defined by the constraints (55) and (57), so \( d = k \) and \( d^i = 0 \) for each \( i \in [n] \). Let \( f^i(x) = \sum_{j=1}^{k} f^i_j(x_j) \) with \( f^i_j(x_j) = (x_j - \frac{\alpha_i}{2})^2 \). This means each \( f^i_j \) is maximized exactly at the endpoints of the feasible interval \([0, \alpha_i]\). Thus, a solution with value \( \sum_{i=1}^{n} (\frac{\alpha_i}{2})^2 \) must have each \( x_j \in \{0, \alpha_i\} \) and thus corresponds to a bin packing; it is easy to check that no better value is attainable, which finishes the proof.

**Part 2**. In the \textsc{Partition} problem we are again given \( n \) numbers \( \alpha_1, \ldots, \alpha_n \), however now their size can be large. The task is to decide whether there is a subset \( I \subseteq [n] \) of indices such that \( \sum_{i \in I} \alpha_i = \sum_{i \notin I} \alpha_i \). We again construct a MIMO instance with \( n \) types. This time, each \( P^i \) is simply a segment defined by \( 0 \leq x \leq \alpha_i \), and let \( \mu^i = 1 \) for each \( i \in [n] \). Let \( a = \frac{1}{2} \sum_{i=1}^{n} \alpha_i \). Then, for each \( i \in [n] \), let \( f^i(x) = \alpha_i \) if \( x \neq 0 \). We claim that there is a solution of value \( a \) if and only if the \textsc{Partition} instance was a “yes” instance.

In one direction, let \( I \) be a solution of the \textsc{Partition} instance. Then setting \( \lambda(i, \alpha_i) = 1 \) if \( i \in I \) and \( \lambda(i, 0) = 1 \) otherwise clearly defines a decomposition of \( a \) into elements \( \alpha_i \) and has objective value \( a \). In the other direction, assume for contradiction that there was a solution of value \( a \) but the instance was a “no” instance. Let \( I \) be the set of indices of the types \( i \in [n] \) for which \( \lambda(i, 0) = 0 \). By our definition of the \( f^i \)’s it must hold that \( \sum_{i \in I} \alpha_i = a \), which means that \( I \) certifies the instance was a “yes” instance, a contradiction.

**Part 3a**). We continue with the \textsc{Partition} problem. This time we let \( P^i \) be defined by \( x_1 + x_2 = \alpha_i \) and \( x_1, x_2 \geq 0 \), and let \( \mu^i = 1 \) for each \( i \). Again, let \( a = \frac{1}{2} \sum_{i=1}^{n} \alpha_i \), and let \( n = (a, a) \). Our goal now is to use a separable concave quadratic objective to enforce that either \( x_1 = \alpha_i \) or \( x_2 = \alpha_i \). This is done similarly as in the case of \textsc{Unary Bin Packing}: we let \( f^i_1(x_1) = (x_1 - \frac{\alpha_i}{2})^2 \) and similarly \( f^i_2(x_2) = (x_2 - \frac{\alpha_i}{2})^2 \). It is easy to check that the only way to get \( 2(\frac{\alpha_i}{2})^2 \) is if either \( x_1 \) or \( x_2 \) is \( \alpha_i \).
Thus, it is enough to check whether a solution exists with value \(2 \sum_{i=1}^{n} \left(\frac{c_i}{2}\right)^2\). By the arguments above, this is the case if and only if the Partition instances was a “yes” instance.

Recall Lemma 3 which states that MIMO reduces to huge N-fold IP. So far we have used it to obtain positive results by encoding MIMO as N-fold IP and then applying various FPT algorithms to the obtained IPs. Now it will be useful to obtain hardness of N-fold IP from Proposition 2. Specifically, applying Lemma 3 to the hardness instances of the previous proposition gives the existence of hard N-fold instances with parameters \(r = M\), \(s = d\), \(t = d + D + M\), \(\|E\|_{\infty} = \Delta\), and \(N = \|\mu\|_1\|_1\), which implies that

**Corollary 62.** Solving N-fold IPs

1. is \(W[1]\)-hard parameterized by \(r\), \(s\), and \(t\) when \(\|E\|_{\infty}\) is unary.

2. is \(\text{NP}\)-hard with a fixed-charge objective even with \(r = s = t = 1\) and \(\|X\|_{\infty} = 1\) (but with large penalties).

3. with a separable concave quadratic objective is
   a) \(\text{NP}\)-hard even with \(r = t = 2\) and \(s = \|E\|_{\infty} = 1\) (but with large coefficients in the objective),
   and b) \(W[1]\)-hard parameterized by \(r\) and \(t\) even when \(s = \|E\|_{\infty} = 1\) and the largest coefficient of the objective is given in unary.
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