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Abstract—Approaches to decision-making in self-adaptive systems are increasingly becoming more effective at managing the target system by taking into account more elements of the decision problem that were previously ignored. These approaches have to solve complex optimization problems at run time, and even though they have been shown to be suitable for different kinds of systems, their time complexity can make them excessively slow for systems that have a large adaptation-relevant state space, or that require a tight control loop driven by fast decisions. In this paper we present an approach to speed up complex proactive latency-aware self-adaptation decisions, using the cross-entropy (CE) method for combinatorial optimization. The CE method is an any-time algorithm based on random sampling from the solution space, and is not guaranteed to find an optimal solution. Nevertheless, our experiments using two very different systems show that in practice it finds solutions that are close to optimum even when its running time is restricted to a fraction of a second, attaining speedups of up to 40 times over the previous fastest solution approach.
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I. INTRODUCTION

Self-adaptive systems are able to change their structure and/or behavior to deal with changes in their environment so that they continue to satisfy their requirements or perform as best as they can [1], [2]. An important aspect of these systems is deciding if they have to adapt and how to do it. Approaches to decision-making in self-adaptive systems are increasingly becoming more effective at managing the target system by taking into account more elements of the decision problem that were previously ignored, such as environment uncertainty [3], [4], multiple sources of uncertainty [5], probabilistic outcomes of adaptation actions [6], [7], [8], and adaptation timing [9]. These approaches have to solve complex optimization problems at run time, and many of them rely on the use of probabilistic model checking to do so. Even though they have been shown to be suitable for different kinds of systems, their time complexity can make them excessively slow for systems that have a large adaptation-relevant state space, or that require a tight control loop driven by fast decisions. For that reason, there has been work to make the use of some of these techniques more practical, for example, by using caching, precomputation, and near-optimality [10], or by performing as much of the computation as possible off-line [11].

In this paper we present another approach to speed up complex self-adaptation decisions, using the cross-entropy (CE) method for combinatorial optimization [12]. The CE method attempts to solve an optimization problem by randomly sampling from the solution space, and iteratively updating the sampling distribution so that the probability of finding an optimal solution increases in each iteration. In particular, we use the CE method to speed up proactive latency-aware (PLA) adaptation decisions. A PLA decision solves an optimization problem of finding the sequence of adaptation actions that should be executed over a finite horizon in order to maximize the expected utility that the system could obtain, given a probabilistic model of the near-future environment behavior. Specifically, we make three contributions.

First, we show how the PLA optimization problem can be solved via the CE method. The main technical challenge here is that the solution set of the PLA optimization problem is sparse, i.e., not all sequences of adaptation actions are legal candidate solutions. This is because the set of legal candidate adaptation actions valid at a given time depends on the state of the target system, which is also affected by previous adaptations. However, the classical CE method was designed to solve problems with dense solution spaces, such as MAX-SAT, where the goal is to find a variable assignment that satisfies the maximum number of clauses of a propositional formula expressed in conjunctive normal form. In this case, all variable assignments are legal candidate solutions. We address this challenge by developing a variant of the CE method that efficiently samples the sparse solution space of PLA adaptation decisions.

Second, we implement our approach, PLA-CE, in an adaptation manager and validate it on two examples of self-adaptive systems from two distinct domains: (i) DART consists of a group of communicating and collaborating quadcopters that are trying to achieve a mission under uncertain operational conditions; this example comes from the distributed cyber-physical domain; and (ii) SWIM simulates a web-application with a dynamically adjustable number of servers that process requests aiming to achieve acceptable quality of service requirements; this example comes from a more traditional IT domain. In this way, we expect our validation to span a broader class of systems.

Finally, we empirically show the advantage of PLA-CE over
competing techniques in solving the PLA adaptation decision problem. Specifically, using the CE method, we obtain a substantive speedup—of up to 40 times—with respect to PLA-SDP [11], which is currently the best PLA solution. Indeed, PLA-SDP has already been shown [11] to be an order of magnitude faster than PLA-PMC, the PLA approach based on probabilistic model checking [9]. In addition, we evaluate the effectiveness of adaptation decisions with PLA-CE, since the CE method is an any-time algorithm based on sampling, and is not guaranteed to find an optimal solution. In spite of this, our experiments show that in practice it finds solutions that are close to optimum even when restricted to short timeouts.

Even though the CE method for optimization is more than a decade old, it has not been previously used for decision-making in self-adaptive systems. In this paper we focus on the application of the CE method to PLA. However, we conjecture it would be possible to use it to speed up other complex decision approaches for self-adaptive systems where finding the optimal solution is not an option because of the time constraints required for run-time decision-making.

The rest of the paper is organized as follows. In Section II we provide some background on proactive latency-aware adaptation and the cross-entropy method for optimization. The PLA-CE adaptation decision approach is presented in Section III. In Section IV, we present the evaluation of the approach. Related work is in Section V, and our conclusions are in Section VI.

II. BACKGROUND

In this section, we introduce the two main areas relevant to our work—proactive latency-aware adaptation and the cross-entropy method for optimization.

A. Proactive Latency-Aware Adaptation

Typically, self-adaptation approaches rely on a set of adaptation tactics that they can use to deal with different conditions. For example, adding a server is a tactic that can be used to deal with increased load in the system, and revoking permissions from a user is a suitable tactic for protecting the system from an insider attack. There are tactics that can take some non-trivial time to execute, and this is a fact that is not considered by most self-adaptation approaches. For example, provisioning a new virtual machine in the cloud can take a few minutes [13]. We refer to the period of time between when a tactic is started and when its effect is produced as tactic latency. Proactive latency-aware adaptation improves self-adaptation effectiveness over reactive approaches by considering both the current and anticipated adaptation needs of the system, and taking into account the latency of adaptation tactics [9], [11]. With latency awareness, it explicitly considers how long adaptation tactics take to execute, both to account for the delay in producing their effect, and to avoid solutions that are infeasible when the time dimension is considered (e.g., one that assumes having one more server immediately). To be proactive, PLA leverages knowledge or predictions about the future states of the environment to start adaptation tactics with the necessary lead time so that they can complete on time, and to avoid unnecessary adaptations. In addition, it supports concurrent tactic execution, exploiting nonconflicting tactics to speed up adaptations that involve multiple tactics, and to complement long-latency tactics with faster ones that can produce intermediate results sooner.

We assume that the adaptation goal is maximizing aggregate utility over the execution of the system. Utility, for example, can be defined by a service level agreement (SLA) that specifies rewards and penalties for meeting response time and quality requirements in a system, or it can be the number of targets detected in a surveillance mission. Given that adaptation goal, the adaptation decision answers the question of what adaptation tactic(s) should be started now, if any, to maximize the aggregate utility that the system will provide in the rest of its execution. However, the adaptation actions the system takes now can constrain its available actions in the near future. For example, starting a tactic with latency may prevent other conflicting tactics from being used in the meantime. This means that the adaptation decision has to consider not only the current state of the system and the environment, but also how both will evolve. This requires predictions of the near future state of the environment, and since the further they are into the future, the more uncertainty they have, the decision is limited to a finite lookahead horizon. Making adaptation decisions is then a problem of selecting adaptation actions in the context of the probabilistic behavior of the environment, such that the utility accumulated over the decision horizon is maximized. Therefore, PLA uses a Markov Decision Process (MDP), which is a model for sequential decision making when the outcome of taking an action in a given state is uncertain [14], with the uncertainty in this case arising from the uncertain environment.

PLA makes these adaptation decisions periodically, with a fixed decision interval. Before each decision, the underlying MDP is updated with the latest environment predictions over the decision horizon, which is discretized with the same interval. A policy for an MDP dictates what actions to take in each state. The optimal policy, in particular, maximizes the expected aggregate utility over the decision horizon. After the optimal policy is computed, PLA commits only to the first action, which it starts executing, and ignores the rest of the policy, since it will recompute a new policy in the following decision period.

B. The Cross-Entropy Method for Optimization

The CE method is a powerful technique for solving difficult estimation and optimization problems, based on Kullback-Leibler (or cross-entropy) minimization [15]. It was introduced by Rubinstein in 1999 [16] as an adaptive sampling procedure for the estimation of rare-event probabilities (the point being that the probability of rare events cannot be efficiently estimated by simple Crude Monte Carlo sampling [17]). Subsequent work in [18], [19] has shown that many optimization queries can be translated into rare-event estimation problems. The reason is that the optimal solution is a rare-event in itself,
and hence finding it with naive random search is not likely to succeed.

The CE method gradually changes the sampling distribution of the random search, so that the rare-event is more likely to occur. It develops a sequence of parametric sampling distributions that converges (asymptotically [20]), to a desired distribution with probability mass concentrated in a region of near-optimal solution. In order to develop such a sequence, it uses the Kullback-Leibler divergence [21] as a measure of closeness between two distributions.

To date, the CE method has been successfully applied to many different optimization and estimation problems. The former includes mixed integer non-linear programming [22]; continuous optimal control problems [23, 24]; continuous multi-extremal optimization [25]; multidimensional independent component analysis [26]; optimal policy search [27]; clustering [28], [29], [30]; signal detection [31]; DNA sequence alignment [32], [33]; fiber design [34]; noisy optimization problems such as buffer allocation [35]; vehicle routing optimization with stochastic demands [36]; network reliability optimization [37]; power system combinatorial optimization problems [38]; and neural and reinforcement learning [40], [41], [42], [43]. CE has even been used as a main engine for playing games such as Tetris, Go and backgammon [44]. See [45], [46], and [15] for further details.

To understand how CE is used in the context of our problem, we describe it as solving a general discrete constrained optimization problem, which can be formally stated as follows. We are given a set of variables \( v_1, \ldots, v_n \) with domains \( D_1, \ldots, D_n \), respectively, a set of constraints over the variables, and an objective function. The goal is to find the variables from their respective domains that respects the constraints and maximizes the objective. When there is not enough time to solve this problem, CE gives us an effective approximation, since it is an any-time algorithm that typically finds good solutions in a short amount of time.

CE is an adaptive sampling method. We denote by \( F_i \) the Probability Distribution Function (PDF) of \( v_i \), which is initially set to be uniform over \( D_i \). That is, initially the value of \( v_i \) is chosen at random with equal probability to each of \( D_i \)’s elements. In each sampling round (lines 2–8 in Alg. 1) \( N \) samples are generated, and in each of those, all variables are assigned a value from their respective domain, according to the \( F_i \) distributions. The overall solution is then evaluated assigning it a score such that the better the solution is, the higher its score is (line 6). In addition, if a sample is better than all those seen so far, then its corresponding assignment is saved in a variable \( \text{BestSolution} \), in line 7.

After completing \( N \) samples, in line 9, the best \( \lfloor \rho \times N \rfloor \) samples are selected, for some \( \rho \in [0, 1] \). In other words, \( \rho \) is the ratio of the best results that is used for adapting the sampling distributions. The selected set of best samples is called the “elite set”. Based on this set, the distributions \( F_i \) are adjusted. For example, if \( D_1 \) has ten values \( d_1, \ldots, d_{10} \), and in the elite set, \( d_2, d_5, \) and \( d_8 \) were selected 40%, 20%, and 40% of the time, respectively, then a new distribution \( F'_i \) is defined with these numbers, i.e.,

\[
F'_1(d_2) = 0.4, \quad F'_1(d_5) = 0.2, \quad F'_1(d_8) = 0.4
\]

and for \( 1 \leq i \leq 10, i \notin \{2, 5, 8\} \) we have \( F'_1(d_i) = 0 \). Next, this new distribution is “blended” with previous one via exponential smoothing, in line 10. The parameter \( \alpha \in [0, 1] \) denotes the exponential smoothing factor. The two extreme values of \( \alpha \), namely 0 and 1, imply ignoring the new distribution \( F'_i \) and ignoring the history, respectively. Hence in practice it makes sense to choose some number in between, where the larger \( \alpha \) is, the more weight we give to the new sample.

The algorithm stops and returns the best solution seen, when either it converges or it exhausts the time, or number of iterations, that we allocate to it.\(^1\) Convergence means that for each variable \( v_i \),

\[
\exists d \in D_i \cdot 1 - \epsilon \leq F_i(d) \leq 1
\]

where \( \epsilon \) is a parameter of the algorithm called the convergence threshold. Typically it is set to a positive number close to 0. In other words, convergence means that only with a very small probability the next sample will be different than the previous ones.

\[\text{Algorithm 1 The cross-entropy method.}\]

1: while (!converged and Timeout) do
2: \hspace{1em} for \( j = 1 \ldots N \) do
3: \hspace{2em} for \( i = 1 \ldots n \) do
4: \hspace{3em} choose value for \( v_i \) randomly according to \( F_i \);
5: \hspace{2em} end for
6: \hspace{1em} Evaluate solution;
7: \hspace{1em} Update BestSolution if applicable;
8: \hspace{1em} end for
9: \hspace{1em} Choose \( \lfloor \rho \times N \rfloor \) best solutions to form distribution \( F'_i \);
10: \hspace{1em} \( F_i = \alpha F'_i + (1 - \alpha) F_i \);
11: end while
12: return BestSolution;

Finally, let us go back to line 4, where a value is selected according to a given PDF \( F_i \). The technique for making this selection can be described in several steps. First, we calculate the Cumulative Distribution Function (CDF) for \( F_i \). That is, if \( D_i = \{d_1, \ldots, d_n\} \) then for \( 1 \leq j \leq n \)

\[
CDF_i(j) = \sum_{l=1 \ldots j} F_i(d_l).
\]

As a special case, \( CDF_i(0) = 0 \). Then, we sample uniformly a number \( u \) in the range \([0, 1]\), and search for the smallest \( j \) such that:

\[
(1 \leq j \leq n) \land (CDF_i(j - 1) \leq u < CDF_i(j))
\]

This is done with binary search, and is hence highly efficient.

\^1\text{In Alg. 1, a timeout is used as a stopping condition. However, in our setting we do not specify the timeout explicitly, rather we limit the number of iterations.}
III. Adaptation Decisions with Cross-Entropy

In this section, we present PLA-CE, an approach to making self-adaptation decisions using the cross-entropy method. The adaptation decision is done periodically, with an interval between decisions of duration $\tau$. The goal of the decision is to find the adaptation tactic(s) that should be started in order to maximize the expected utility over the decision horizon. Doing that with the CE method requires being able to generate random solutions according to the sampling distributions, and being able to evaluate them.

A. Solution Generation

The decision horizon has $H$ periods of duration $\tau$, and at the beginning of each period, the system can execute an adaptation action, which is a (possibly empty) set of adaptation tactics that can be started concurrently. Even though the result of the adaptation decision is only the adaptation action to be taken at the beginning of the first period, evaluating a solution requires computing the utility that it would achieve over the whole decision horizon. Since the system can keep adapting in subsequent decision periods, the evaluation must also take into account the adaptation actions that the system would take after the first one. Therefore, a solution is a sequence of adaptation actions $\langle a_1, \ldots, a_H \rangle$, referred to as an adaptation path.

A random solution can be generated by drawing action $a_i$ according to $F_i$, for $i = 1, \ldots, H$. However, it is possible to end up with an infeasible solution, given the applicability conditions of the adaptation actions. The system configuration$^2$ at the time the decision is being made is $c_0$. Therefore, an adaptation path is feasible only if $a_1$ is applicable in system state $c_0$. Furthermore, even if $a_1$ is valid, when applied it will take the system from configuration $c_0$ to $c_1$, which in turns limits the feasible actions for $a_2$ to those applicable in $c_1$, and so on. One way to deal with infeasible solutions is to assign them an extremely low value. However, in Section III-C, we introduce an optimization that generates only feasible solutions.

B. Solution Evaluation

The evaluation of a solution has to consider the joint evolution of the system and the environment over the decision horizon to determine how much utility it would attain. The utility function $U(c, e)$ denotes the utility that the system would attain during the period between decisions if it has configuration $c$ and the environment is in state $e$.

Given a solution, the sequence of configurations that the system will go through over the decision horizon can be computed by applying the adaptation actions in the path, starting with the current configuration $c_0$. To do that, we need a model of the transitions of the system. PLA-SDP, one of the PLA solution approaches, computes off-line the feasible transitions in the system MDP using formal models and analysis [11]. The result of this off-line computation comprises two kinds of reachability predicates that model the adaptation process:

- $R^I(c, c')$ indicates that configuration $c'$ can be reached immediately from $c$ through the use of an adaptation action. The action that realizes this configuration change can be obtained using a partial mapping $Act^I : C \times C \rightarrow A$, where $C$ is the set of all possible configurations and $A$ is the set of all adaptation actions. The mapping $Act^I$ is also computed offline. Even for tactics with latency, the start of the tactic is an immediate configuration change, from one in which the tactic is not running to one in which it is, since tactic progress is part of the system state.

- In addition, there is delayed reachability, where $R^D(c, c')$ indicates that if the system is in configuration $c$, with the passage of one decision interval it will reach configuration $c'$. That is, $R^D$ models the transitions that happen due to the execution of tactics with latency. Note that in this case, $c$ and $c'$ do not necessarily represent configurations at the beginning and end of the execution of an adaptation tactic, since the transition delay modeled by $R^D$ is a single period of duration $\tau$, whereas the latency of the tactic could be longer. When that is the case, there are intermediate delayed transitions that represent the progress of the execution of the tactic.

Since configuration changes are deterministic under the execution of an adaptation action, or the passage of time, using the predicates $R^I$ and $R^D$ and the mapping $Act^I$ that PLA-SDP computes, we can define the following functions that give us the configuration that is reached starting from a given configuration and either applying an adaptation action or letting one period of time pass, respectively.

$$P^I : C \times A \rightarrow C$$

$$P^D : C \times \rightarrow C$$

where $P^I$ is a partial function because some actions are not applicable in some system states. More specifically, we have:

$$P^I(c, a) = c' \iff R^I(c, c') \land Act^I(c, c') = a$$

$$P^D(c) = c' \iff R^D(c, c')$$

The system adaptation over the decision horizon can be modeled as an initial immediate action taken at the time the decision is made followed by a sequence of alternating delayed and immediate transitions. The delayed transition happens over one period, and is followed by an intermediate transition that happens as soon as the delayed one completes. This models the adaptation decision over the decision horizon, in which an adaptation decision is made at the beginning of each time period. Given this model, the sequence of configurations $c_1, \ldots, c_H$ that results from applying a candidate solution $\langle a_1, \ldots, a_H \rangle$ to the current configuration $c_0$ can be computed as

$$c_1 = P^I(c_0, a_1)$$

$$c_t = P^I(P^D(c_{t-1}), a_t), \quad t > 1$$

$^2$We use system configuration and system state interchangeably.
If the future evolution of the environment was known, it would be possible to compute the value of a solution as

\[ v = \sum_{i=1}^{H} \hat{U}(c_{t}, e_{t}) . \]

where \( e_{t} \) denotes the environment state at time interval \( t \). However, in general, we only have predictions of future environment states over the decision horizon, and these are subject to uncertainty. The uncertain environment can be modeled as a stochastic process in which the random variable representing the state of the environment has one realization at each time step, with a time step being equal to the decision period \( \tau \). In particular, PLA uses discrete-time Markov chains (DTMCs) to model the probabilistic behavior of the environment, with the probability of transitioning from state \( e \) to state \( e' \) in one time period given by \( p(e' \mid e) \). Additionally, \( E_{t} \) denotes the set of environment states feasible in time interval \( t \).

As long as the environment model is encoded in this way, there is no particular requirement for how the model is constructed, or what particular topology the DTMC has to encode. For example, for one of the systems used for evaluation, we use a time series predictor, and based on past environment states, we construct, at the time the decision is made, a probability tree for the behavior of the environment over the decision horizon following the procedure described by Moreno et al. [9].

Having the sequence of system configurations that would result from the candidate solution, and the environment model, we can compute the value \( v \) of the solution required for line 6 of the algorithm with backward induction as follows

\[ v^{H}(c_{H}, e) = \hat{U}(c_{H}, e), \quad \forall e \in E_{H} \quad (6) \]

\[ v^{t}(c_{t}, e) = \hat{U}(c_{t}, e) + \sum_{e' \in E_{t+1}} p(e' \mid e) v^{t+1}(c_{t+1}, e'), \quad \forall e \in E_{t}, \quad t = H - 1, \ldots, 1 \quad (7) \]

\[ v = \sum_{e' \in E_{t}} p(e' \mid e_{0}) v^{1}(c_{1}, e') \quad (8) \]

where \( e_{0} \) is the current state of the environment. First, the value of having configuration \( c_{H} \) for each of the possible realizations of the environment at the end of the horizon is computed with (6). The rest of the intermediate valuations \( v^{t} \) are computed with (7), considering both the utility obtained in the period \( t \) and expected utility that can be obtained afterwards given how the environment can evolve in subsequent periods if the environment state is \( e \). The valuation \( v \) of the complete solution is given by (8), which computes the expected value over the probability distribution of the environment evolution given the current state of the environment \( e_{0} \).

---

3 \( \hat{U} \) is the decision utility function, which may have provisions beyond those of the normal utility function. For example, it could penalize configurations that remove resources from an overloaded system to avoid making the system more unstable, even if the normal utility function does not give any value for keeping those resources.

C. Optimizations

We optimized the basic cross-entropy algorithm described in Sec. II-B for our problem domain. Specifically, we added two optimizations to this process:

- **Redistribution to legal actions.** Recall that we use the cross-entropy algorithm (Alg. 1) for each adaptation decision, and each time we ask it to find a full adaptation path. We then only execute the first action of this path, and in the subsequent period use Alg. 1 to get another path, because now the initial state is different, given our action in the previous period, and also because the environment realization may have been different than what was predicted. At each state of the system, only a subset of the overall set of actions is feasible. For example, if a system is in a state in which it has the maximum number of servers it supports, then the action “add server” is not valid. Yet since the distributions are calculated based on the history of the sampled solutions (see line 10 in Alg. 1), nothing prevents Alg. 1 from choosing this action.

As a remedy, as a candidate solution is being generated incrementally, we redistribute the current distribution among the actions that are legal after the partial candidate solution generated thus far. Given the current configuration \( c_{0} \) of the system when the decision is being made, and a partial solution \( \sigma = (a_{1}, \ldots, a_{k}) \), the set of next feasible adaptation actions can be computed as follows. First, we compute the configuration \( c_{k} \) that the system would reach after applying that adaptation path using (4) and (5), taking into account that \( \sigma \). Let us denote \( c_{k} \) by \( \text{Reach}(c_{0}, \sigma) \). Next, we define the set of valid actions from any configuration \( c \), denoted \( \text{ValidAct}(c) \), as follows:

\[ \text{ValidAct}(c) = \{ a : A \mid \exists e' \in C \cdot \text{Act}^{t}(c, e') = a \} \]

Finally, the set of valid actions after the partial solution \( \sigma \) from configuration \( c_{0} \) is \( \text{ValidAct}(\text{Reach}(c_{0}, \sigma)) \). Practically, the redistribution of the probability is done as follows.

1) When the cross-entropy algorithm needs to select randomly action \( a_{i} \) to generate a candidate solution, it gets the set of legal actions after the partial candidate solution \( \sigma = (a_{1}, \ldots, a_{i-1}) \) as \( \text{ValidAct}(\text{Reach}(c_{0}, \sigma)) \). Note that the result of \( \text{ValidAct} \) can be cached, and our implementation does that, to avoid recomputing it multiple times for the same input.

2) We select a random number \( u \in [0, 1] \) and accordingly an action \( a_{i} \) from the CDF (which currently includes illegal actions) that was built based on \( F_{i} \), as explained before.

3) If \( a_{i} \) happens to be a legal action, we take it.

4) Otherwise, we rebuild the CDF as in (1), but based only on the legal actions (i.e., \( j \) ranges over the subset of indices in \( 1..n \) that correspond to legal
actions). This means that $CDF_i(j)$ for the largest $j$, which we denote by $|CDF|$, can be smaller than 1. We thus multiply the random number $u \in [0, 1]$ by $|CDF|$ to force it into the legal range, and continue as before.

**Using hints.** On the one hand, the choice of the next step has to be based on lookahead up to the given horizon $H$. On the other hand, after each decision we have new information about the environment and hence want to make a new adaptation decision. Since each time the CE algorithm finds a full adaptation path of length $H$, but we only use the first step of this path, a lot of work seems to be wasted. Our way to (partially) reuse the previous path is as follows. Let $\sigma$ be the previous path, i.e., the solution produced by the previous invocation of the CE algorithm. The suffix of $\sigma$, of length $H - 1$ (all but the first action), serves as a hint in the next step.

However, note that this suffix will be a hint for the prefix of length $H - 1$ of the solution to the current decision. This means that, when computing the current solution, for $i = 1 \ldots H - 1$, rather than starting with $F_i$, being a uniform distribution, a certain predefined weight is given to the action $\sigma(a_{i+1})$, and the rest is distributed uniformly among the legal actions as determined by the previous optimization. We call this predefined weight the “hint weight” and denote it by $\omega$.

### IV. Evaluation

To evaluate the CE-based decision-making approach, we wanted to answer three questions: (i) what speedup PLA-CE attains over PLA-SDP; (ii) how sub-optimal is the solution it computes; and (iii) how effective its decision-making is in practice with respect to PLA-SDP. In addition, we analyze the effect of using the hint optimization on the speedup and the effectiveness of the adaptation decision.

#### A. Target Example: DART

For the evaluation we used a system that simulates a team of unmanned aerial vehicles (UAVs) developed in the context of the DART (Distributed Adaptive Real-Time) Systems project at the Carnegie Mellon® Software Engineering Institute [46]. The team of drones has a designated leader. They fly with the leader at the center, surrounded by followers in a formation. Two formations are allowed – tight and loose. In the former, the followers stay closer to the leader, while in the latter, they are farther away. High level decisions, such as what formation to adopt, where to fly, or whether to go up or down, are taken autonomously by the leader, and communicated to the rest of the team to be executed.

In particular, we use a scenario of DART where the team has the following mission: to follow a planned route at constant forward speed, detecting as many targets on the ground as possible along the route. Since there are threats along the route that can destroy the team, there is a trade-off between avoiding threats and detecting targets. The environment (i.e., the location of targets and threats) is only discovered during the execution of the mission, and even then, with some uncertainty (due to sensor limitations). Thus, it is not possible to pre-plan the complete execution of the mission. Self-adaptation is required for the team to best deal with the uncertain environment. The team has to adapt by changing altitude and/or formation to maximize the number of targets detected, taking into account that if the formation is lost to a threat, the mission fails. The lower the team flies, the more likely it is to be hit by a threat. Changing formation also involves a similar trade-off, since flying in tight formation reduces the probability of being hit by a threat, but at the same time reduces the chances of detecting targets.

The route is divided into $D$ segments of equal length, and since the team flies at constant speed, there is a direct mapping between time and route segment. The environment state for segment $i$, referred to as $e_i$, has two components: the probability that the segment contains a target, and the probability that it contains a threat. These probabilities are obtained by getting multiple observations from forward-looking sensors in the drones. The adaptation goal is to maximize the expected number of targets detected, given by:

$$ q = \sum_{t=1}^{D} \left( \prod_{i=1}^{t} s(c_{i}, e_{i}) \right) g(c_{t}, e_{t}) $$

where $s(c_{i}, e_{i})$ is the probability of survival at time $i$ when the configuration of the team is $c_{i}$ and the environment is $e_{i}$, and $g(c_{t}, e_{t})$ is the probability of detecting a target at time $t$ when the team is in configuration $c_{t}$ and in environment $e_{t}$. The first factor in the summation represents the probability of the team being operational at time $t$, which requires having survived since the start of the mission. In practice, it is not possible for the self-adaptive system to directly maximize (9), given the limited range of the forward-looking sensors. Therefore, the adaptation goal is approximated by making periodic adaptation decisions—one before entering each route segment—and limiting the sum in (9) to the decision horizon of length $H$.

#### B. Speedup

There are two main factors that determine the size of the adaptation-relevant state space in PLA: the configuration state space, and the tactics with latency. The former depends on the number of properties that define the system configuration and how many values each can take. For example, in DART, the more possible altitude levels, the larger the state space. Tactics with latency contribute to the size of the state space because of the need to track their progress. More specifically, for each tactic with latency, there is a state variable that indicates how many periods are left until the tactic completes. To assess the speedup that PLA-CE attains over PLA-SDP, we ran experiments with 22 different combinations of features and tactics that resulted in different state space sizes. For each of these combinations, we ran 30 simulations of missions with a route length of 75 segments, for a total of 2250 adaptation decisions. Each simulation was executed with PLA-SDP as
the baseline for comparison, and with PLA-CE using different combinations of sample sizes and maximum iterations. In all cases, the other parameters of PLA-CE were set as follows: $\rho = 0.1, \epsilon = 0.01, \alpha = 0.2,$ and $\omega = 0.3$.

Fig. 1 shows the speedup (i.e., how many times faster) PLA-CE was compared to PLA-SDP. The results show that for small state spaces, PLA-CE is slower. However, the speedup grows exponentially with the state space size, and becomes faster even for state spaces of modest size. As expected, the smaller the maximum number of iterations and the number of samples, the higher the speedup, going from 10 times up to more than 40 times for the case with the largest state space.

C. Effectiveness Relative to Optimal

PLA-CE makes adaptation decisions much faster than PLA-SDP, but it finds a solution that approximates the optimal. Thus, it is interesting to quantify how much worse than the optimal solution the CE-based solution is. The solution that PLA-SDP computes is optimal in expectation, meaning that it maximizes the expected utility over the decision horizon given the probabilistic behavior of the environment and the sensors. This solution, however, is not necessarily optimal a posteriori, once the realization of the environment and the sensors is known. Furthermore, since the decision is optimal in expectation only over the decision horizon, it may not be optimal when the behavior of the environment beyond the horizon is factored in, something that is not possible to do in practice given the range of the sensors.

In order to compare against a solution that is optimal a posteriori, we removed all the random behaviors that happen during the simulation, such as the behavior of sensors and threats, and configured the forward-looking sensors to have no error and infinite range. The initial placement of threats and targets was still random, but determined by a seed, so that each case could be replicated with the different solution approaches. In addition, instead of computing the adaptation decision periodically, the system was modified to compute the complete adaptation path at the beginning of the mission, something that was possible because the sensors had unlimited range and no error. With these modifications, PLA-SDP computes the a posteriori optimal solution. Note that for these experiments PLA-CE was run with the same modifications, thus computing an approximation to the a posteriori optimal solution.

Each box plot in Fig. 2 summarizes the statistics of the number of targets detected by PLA-CE relative to the optimal solution in 600 simulated missions. The bottom and top of the box represent the 1st and 3rd quartiles respectively, the line in between is the median, and the whiskers represent the range. The results show that in the vast majority of cases, PLA-CE finds less than 50% of the targets the optimal solution finds, even with a large sample size and a large number of iterations.

D. Effectiveness in Practice

Given the limitations of the sensors used to estimate the environment ahead, and the stochastic behavior of the environment, it is not possible to make optimal a posteriori adaptation decisions. With these limitations, in practice, adaptation
decisions can at best be optimal in expectation, and over a limited decision horizon, as is the case with PLA-SDP.

To evaluate the effectiveness of PLA-CE in practice, we repeated the previous experiments, but this time using the full simulation with all its random effects. Fig. 3 shows that in practice the effectiveness of PLA-CE is very close to that of PLA-SDP, even for low iterations and sample size, which can be up to 40 times faster as was previously shown. Furthermore, in some cases PLA-CE performed better than PLA-SDP, as shown by the outliers, and sometimes the 3rd quartile, that lay above 1. The reason for this is that with all the stochastic behavior, a decision that is optimal in expectation may perform suboptimally under some realizations of the environment (e.g., in an environment state that had low probability, and consequently, low weight in the selection of the solution). Conversely, a decision that is suboptimal in expectation may yield better results than the optimal decision in expectation for some realizations of the environment (e.g., a solution that happened to be better for a realization that had low probability).

E. Hint Effect

Intuitively, the hint optimization bootstraps the adaptation decision by giving more weight in the initial sampling distribution to a likely prefix of the best adaptation path. This can potentially result in faster convergence to the solution, which, in turn can speed up the decision, and in cases in which it does not converge because it reaches the iteration limit, the resulting solution is likely to be better if the hint biased the sampling towards the optimal solution. To evaluate whether this is actually the case, we repeated the experiments with different hint weights, and with no hint (i.e., \( \omega = 0 \)).

Figure 4 shows the results, comparing the effectiveness of PLA-CE with different hint weights relative to PLA-SDP. We can observe that \( \omega = 0.3 \) is better than \( \omega = 0 \), if we consider that the median of the former is higher. If we also consider the minimum (lower whisker end) and the 1st quartile, we observe that the hint is more beneficial when we have a lower limit on the number of iterations. This matches our conjecture that the hint allows reaching a better solution within the iterations allowed. If a larger number of iterations is allowed, the CE algorithm is more likely to converge even if no hint is provided, which is reflected in the lesser improvement observed when the maximum number of iterations is 100. We can also observe in Figure 4 that giving the hint too much weight is detrimental, since it is worse than not using a hint at all.

Figure 5 shows how the hint affects the decision time. When the number of iterations is limited to 50, the decision time improvement is negligible. This is because CE is still using all the iterations it is allowed to in most cases, with the hint allowing it to reach a better solution as shown in Figure 4. However, when the limit of iterations is 100, the improvement in speed is noticeable. In this case, the hint is allowing CE to converge faster. However, when looking at these results combined with the effect of the hint on quality, we observe that when the hint weight is too high, CE appears to be converging faster to a non-optimal solution. In conclusion, the use of the hint appears to be more useful when the running time of CE is limited the most.
F. Experiments with a Web Application

In addition to measuring the effectiveness with DART, we ran a smaller experiment using a completely different system that comes from a different domain, and differs also in its adaptation goal and the repertoire of tactics used. In this case, we used SWIM, a simulation of web applications with a 3-tier architecture similar to other systems used in self-adaptive systems research such as RUBiS [47] and Znn [48]. SWIM simulates a web application with a load balancer that distributes requests sent by users among a number of servers that can process these requests. SWIM does not simulate the functionality of the web application. Instead, the processing of requests is simulated simply as a computation that takes time, which is simulated by computing the time it would take to service the request sharing the server’s processor, as is done in a web server. SWIM supports the brownout paradigm, which allows controlling the load induced by the traffic to the website by controlling the proportion of responses that include optional content, such as related items [49]. The traffic to the website is simulated by replaying access traces recorded from real websites. For these experiments, a trace from the WorldCup ’98 trace archive [50] was used.

The simulation provides effectors to add and remove servers at run time, and to increase and decrease the dimmer value, the setting that controls the proportion of responses for which the optional content is computed and included. The adaptation manager uses adaptation tactics that map directly to these four effectors. In addition, SWIM provides monitoring probes that the adaptation manager can use to monitor the state of the system and the environment. The state space size is determined by the maximum number of servers supported by the system, and by the number of levels in which the continuous range for the dimmer setting is discretized. The tactic to add a server has latency, and its state also contributes to the state space size.

The goal of self-adaptation in this system is to maximize the utility accrued while minimizing cost. The utility consists of positive rewards accrued minus penalties, which are defined by a service level agreement (SLA). The rewards are gained by meeting the average response time requirement, whereas penalties are incurred when the requirement is not satisfied. The cost is the number of servers used.

The experiments were run configuring the system with three different combinations of number of servers and dimmer levels to obtain three different state spaces sizes, as shown in the first three columns of Table I. For each, the simulation was run with both PLA-SDP and PLA-CE. The parameters for the latter were $N = 50$, $\rho = 0.1$, $\epsilon = 0.01$, $\alpha = 0.2$, and $\omega = 0.3$, with the number of iterations limited to 75. Since all the random behavior in the simulation is controlled by a seeded random number generator, the exact same conditions were replicated for both approaches. Table I shows results similar to those obtained in the experiments with DART. When the state space is small, PLA-CE is slower than PLA-SDP, but for larger state spaces, PLA-CE is faster, close to 30 times for the largest in these runs. Also, the effectiveness of PLA-CE is very close to that of PLA-SDP, regardless of the state space size. We conjecture that for large state spaces due to finer grained discretization of system properties, such as the dimmer setting, if the approximate solution is off by one or two levels from the optimal, it probably does not affect the outcome in a significant way. On the other hand, for coarse grained discretization, as in the small state space, being off by one level could have a substantial impact. However, in this case, it is likely that CE will converge to the optimal solution within the allotted number of samples and iterations, given that the state space is small.

<table>
<thead>
<tr>
<th>state space</th>
<th>servers</th>
<th>dimmer levels</th>
<th>speedup</th>
<th>relative effectiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td>small</td>
<td>3</td>
<td>5</td>
<td>0.1</td>
<td>0.99</td>
</tr>
<tr>
<td>medium</td>
<td>30</td>
<td>10</td>
<td>7.9</td>
<td>1.08</td>
</tr>
<tr>
<td>large</td>
<td>30</td>
<td>20</td>
<td>29.3</td>
<td>0.94</td>
</tr>
</tbody>
</table>

TABLE I
PLA-CE SPEEDUP AND EFFECTIVENESS RELATIVE TO PLA-SDP IN SIMULATION OF WEB SYSTEM.
able overhead for adaptation decisions in some systems. For these reasons, researchers have worked on speeding up RQV. Gerasimou et al. propose a suite of techniques that speedup RQV making it practical for self-adaptation [10]. In particular, they show how the overhead and execution time of RQV can be reduced by combining caching of previously computed solutions, lookahead to compute in advance solutions that may be needed, and near-optimal reconfiguration to stop the search for the best solution when one good enough has been found. The latter technique is the one that most resembles our approach given that both may settle on an approximation to the optimal solution. However, their approach does not use cross-entropy to narrow the solution space progressively towards the optimal. Our use of a hint to bootstrap decisions is somewhat similar to their caching and lookahead, in that the hint is a suffix of a solution previously computed, and represents an adaptation path computed over the decision look-ahead horizon. However, in their look-ahead, solutions are computed outside of the periodic decision using spare CPU cycles, whereas our hint is a byproduct of the previous adaptation decision. Therefore, the hint is available with our approach even if there are no idle CPU cycles between adaptation decisions.

Filieri et al. also propose work to speed up the use of probabilistic model checking at run time [51]. Their work focuses on the verification of probabilistic properties in R-DTMCS (i.e., DTMCs extended with rewards) where some transitions have probabilities and rewards that are updated at run time. Their approach pre-computes, at design time, expressions that can be quickly evaluated at run time to determine the satisfaction of the system’s requirements. Our work also performs part of the computation off-line, something which is inherited from PLA-SDP. In addition, we allow the run-time update of transition probabilities (for the environment part of the model), and values associated with environment states (e.g., the request arrival rate at a website) and rewards given by the utility function driving adaptation decisions. Other than these similarities, the approaches are different in that theirs supports the verification of general probabilistic properties extended with rewards, whereas ours, based on MDPs, makes decisions selecting actions that maximize the expected reward.

The CE method has been used to find policies for MDPs in other approaches [52], [53], [54]. The closest to ours is the approach for planning in large-scale stochastic domains presented by Wienstein and Littman [53]. Their approach also applies the CE method to find policies for MDPs using a finite receding horizon and committing to the first action in the policy. In their approach, all sequences of actions are feasible. However, in self-adaptation, not all sequences of adaptation actions are feasible, and our approach handles that. In addition, their approach does not consider the latency of the different actions as ours does. A third difference is that their approach does not leverage previously computed policies as we do with our hint.

VI. CONCLUSION

We have presented PLA-CE, an approach to make proactive latency-aware adaptation decisions using the cross-entropy method for optimization. PLA-CE finds the solution to the adaptation decision problem by randomly sampling from the solution space, adjusting the sampling distribution in each iteration so that the probability of finding the optimal solution increases. Even though the CE method does not guarantee convergence to the optimal solution, we found that in most cases, it achieves an effectiveness close to 99% of that of PLA-SDP, but does it up to 40 times faster. Furthermore, similar outcomes were obtained with two very different self-adaptive systems that have different tactic repertoires and adaptation goals.

Although in this paper we have used the CE method to make PLA adaptation decisions faster, we conjecture that the same approach could be used to speed up other complex self-adaptation decisions whose running time would be excessive for some systems. In future work, we plan on developing a distributed version of PLA-CE, parallelizing the sampling and evaluation of solutions in the CE algorithm to leverage computing capacity in other processors, such as the on-board computers of the drones in the same team.
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