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1 Introduction

A transaction model provides a framework for concurrent processing of retrieval and update operations in a database. A conventional transaction model ensures the following properties (ACID):

Atomicity: Either all the operations of a transaction are properly reflected in the database or none are.
Consistency: Execution of a transaction in isolation preserves the consistency of the database.
Isolation: Each transaction assumes that it is executed alone. Any intermediate transaction results are not available to other concurrently executed transactions.
Durability: The values changed by the transaction persist after the transaction was successfully completed.

Considerable research was dedicated to various techniques and protocols to ensure the ACID properties of transactions in conventional databases, e.g. the locking mechanism and the 2PL (Two Phase Locking) protocol, using serializability as a correctness criteria. However, adopting these techniques to temporal databases [27], i.e. databases that enable the accumulation of information over time and provide the capability to store different values of the same data element with different time characteristics, is not trivial. When adopting conventional techniques to accommodate the needs of temporal databases, a refined locking mechanism based on temporal characteristics should be designed, to provide better concurrency among transactions in temporal databases. Also, conventional protocols cannot efficiently support transactions in temporal databases. For example, as suggested in [21] and demonstrated in this paper, the classic 2PL mechanism cannot ensure serializability in temporal databases. Therefore, the use of either a strict 2PL or a serial transaction processing is required, when using conventional methods, to prevent a non-serializable transaction management in temporal databases.

* The work was conducted while the author was at the University of Toronto. He is currently at the MSIS Department, Rutgers University, 94 Rockafeller Road, Piscataway, NJ 08854-8054
This paper presents a set of modifications and fine tuning of traditional concepts in transaction management, which are required for a better performance of temporal databases. To exemplify these modifications, we provide a scheme for implementing a temporal transaction protocol on top of a relational database model. The approach of using add-on temporal facilities with an existing conventional database model is considered nowadays the most suitable approach to provide temporal capabilities in databases [28].

The contribution of the paper lies in identifying the unique properties of transaction management in temporal databases and the use of these properties to provide a refined locking mechanism to enhance transactions' concurrent execution in such databases. In particular, we provide an alternative method to 2PL, based on a temporal serializability graph, to ensure concurrency while reducing the number of redundant abort operations.

The issue of transaction modeling for temporal databases was suggested as one of the challenges for further research at the NSF International Workshop on an Infrastructure for Temporal Databases [4] and was first introduced in [21] and [30]. While the former relates to a transaction time temporal database only, the latter uses a simplified temporal data model and therefore results in a much simpler transaction model. In particular, the temporal database in [30] does not support transaction time and is not append-only. Some consideration to the issue of using commit time as a transaction time was given in [8], [19], and [28].

While several previous researches have discussed the refinement of transaction models (e.g. SAGAS [14] and ACTA [6]), none of them relate specifically to the unique properties of temporal databases. Nonetheless, it is worth noting that an extended model like SAGAS can serve as an underlying model for implementing better transaction models for temporal databases by using temporal independence and the refined locking mechanism presented in this paper.

Most transaction models deal with time by using histories and time stamps as useful tools for ensuring serializability, and some research was done on querying transaction logs to obtain temporal-oriented information [3]. Yet, these time considerations provide a different dimension than the one we handle in this paper, i.e. providing temporal databases with a coherent transaction model. Time stamping mechanisms for ensuring serializability were discussed in the framework of conventional databases [2] and some research was even dedicated to multiversion systems [16]. While this area of research bares similarity to the research presented in this paper, several major differences exist. First, the time stamping does not provide temporal capabilities on top of a conventional database. Second, a transaction in some temporal database types (e.g. bi-temporal databases) is time stamped at commit time, rather than at the beginning of its execution. Therefore, as we show in this paper, the assumptions that hold for a time stamping mechanism are not valid for transactions in bi-temporal databases.

The rest of the paper is organized as follows. Section 2 provides a data model and an execution model of a temporal database that is utilized throughout the paper. A transaction model for temporal databases is introduced in Section 3 followed by a scheme for implementing a temporal transaction protocol on top of a relational database model (section 4). Section 5 concludes the paper.

2 A data model for temporal databases

This section introduces the basic concepts of a data model for temporal databases. The terminology is based on [10], and it uses a semantic data model which is more adequate for representing sets of sets, a common requirements in temporal databases. The generic model can be easily translated into a relational as well as an object-based data model (see [10] for details). An object is defined as an instance of a class or a tuple in a relation and a property is defined as an attribute in the object-based model and a column in the relational model. The term class defines either a class in the object-based model, or a relation in the relational model. Let $DBS = \{C_1, C_2, ..., C_m\}$ be a database schema that consists of $m$ classes. A class $C_i$ has $n_i$ properties $P_{i1}, P_{i2}, ..., P_{in_i}$, each with a domain $Dom(P_{ij})$, where a domain is a set of values. An instance of a property $P_{ij}$ is an element of the set $Dom(P_{ij})$, represented as $\alpha.P_{ij}$, where $\alpha$ is an object identifier instance of the
appropriate class, a class name, or a variable. A class domain of a class \( C_i \) (\( CDOM(C_i) \)) is a subset of the Cartesian product \( \text{Dom}(P_1^i) \times \text{Dom}(P_2^i) \times \ldots \times \text{Dom}(P_m^i) \). An object state \( os \) of an instance \( o \) of a class \( C_i \) at time \( t \) is an element \((p_1, p_2, \ldots, p_m) \in CDOM(C_i) \). An application state at \( t \) is a set \( \{ os(o) | o \text{ is an instance of } C_i \} \) at \( t \).

Following previous works in the temporal database area, we adopt a discrete model of time [7], isomorphic to the natural numbers. Hence, a temporal domain is a domain \( T \cong \mathbb{N} \). The discrete model defines a Chronon [17] to be a nondecomposable unit of time \((t \in T)\), whose granularity is application dependent. A time interval is designated as \((t_s, t_e)\), the set of all chronons \( t \) such that \( t_s \leq t < t_e \). A temporal element [9] is a finite union of disjoint time intervals.

The temporal infrastructure document [26] advocates a bi-temporal database model, in which each data element is associated with two temporal dimensions, called valid time and transaction time. A valid time \((v)\) is a temporal element that designates the collection of chronons at which the data element is considered to be true in the modeled reality. A transaction time \((x)\) is a chronon that designates the time in which the transaction that inserted the data element’s value to the database was committed. Therefore, in a bi-temporal database, a domain \( \text{Dom}(P_j^i) \) of an attribute \( P_j^i \) is the Cartesian product of three domains, one of which is the value domain of the property, while the other two are temporal domains.

Information about an object is maintained as a set of variables (instances of the class’ properties), where each variable contains information about the history of the values of the property. Each variable is represented using a set of state-elements, where a state-element \( se \) is an element of a domain that consists of a value \((se.value)\) and temporal characteristics \((se.v \) and \( se.x \) in the bi-temporal case). The following definition provides some properties of sets of state-elements:

**Definition 1.** Let \( SE_1 \) and \( SE_2 \) be two sets of state-elements of a variable \( \alpha . P \):

- \( SE_1 \) and \( SE_2 \) are identical iff
  \[ \forall 1 \leq i, j \leq 2(\forall se \in SE_i \exists se' \in SE_j | se.value = se'.value \land se.v = se'.v \land se.x = se'.x) \]

- \( SE_1 \) and \( SE_2 \) are similar iff \( \forall 1 \leq i, j \leq 2(\exists \{se'_1, se''_1\} \subseteq SE_i, \exists \{se'_2, se''_2\} \subseteq SE_j | \)
  \[ 1. se'_1.value = se'_2.value \land se'_1.v = se'_2.v \land \]
  \[ 2. se''_1.value = se''_2.value \land se''_1.v = se''_2.v \land \]
  \[ 3. se'_1.x \circ se''_1.x \rightarrow se'_2.x \circ se''_2.x (o \in \{<,\sim,>\}) \]

Based on Definition 1, the similarity of two sets of state-elements identifies two sets that consist of the same information, and were committed at the same order, yet in different chronons.²

Various database models accumulate state-elements in different ways. Some models (e.g. TALE [13]) follow the append only approach, according to which new information is added while existing information is left intact. Other models (e.g. [7]) follow the alternative approach, according to which a new state-element of a variable in a valid time \( \tau \) replaces any other state-element in \( \tau \). Many hybrids exist between these two extremes. If the data model supports the append-only approach, previous inserted state-elements can be accessed using an observation time abstraction (see below).

Temporal relationships for retrieval and update purposes are specified through the use of participants, variables with valid time binding, of the form \((\alpha . P, v)\). A variable followed by a \( v \) defines the state-elements that are retrieved by the operation, or the bounded effect of the operation on the generation of new state-elements.

² In [18], value equivalence is suggested, where all temporal characteristics are being stripped off. This is, however, a different notion than similarity.
An append-only temporal database is updated by adding state-elements to variables, therefore generating a new application state each time a state-element is added. Each state-element is associated with two temporal values, one specifies its valid time and the other is the transaction time, set upon a successful termination of a transaction, where a transaction is defined using the classical definition (e.g. [29]) and refined in the following section. To ensure durability, the values that are changed by the transaction persist after a commit command is issued. It is worth noting that all the state-elements that were generated by a single transaction share the same transaction time.

Information retrieval from a database is done by retrieving state-elements that persist in the database. The following parameters define the set of state-elements which are considered for retrieval:

1. The required variable(s), i.e. a specific object and a list of properties.
2. A temporal element that specifies the required valid time.
3. A chronon that specifies an observation time of the query. An observation time defines a previous state of the database, rather than the current one, to be the retrieved state. A selection of an observation time to be \( t_0 < \text{now} \) results in selecting only state-elements that are known at \( t_0 \), i.e. have persisted in the database no later than \( t_0 \) \( \{ \text{se} | \text{se}.x \leq t_0 \} \). It is worth noting that the observation time is restricted to be less than the chronon in which a query was issued. A related type of queries retrieves previously inserted values of a variable \( \alpha.P \) in \( \tau \). Hence, instead of specifying an observation time, a version number is utilized. For example: “retrieve the value of \( \alpha.P \) in \( \tau \) that was inserted before \( i \) versions” \( (i > 0) \). We term these queries version queries.

Let \( Q \) be a query for a variable \( \alpha.P \) in \( \tau \) as of \( t_0 \). \( Q \) is formalized as \( Q = \sigma_{X \leftarrow \alpha.P \land v \cap \tau \neq \emptyset \land x \leq t_0} (Q') \), where \( X \) is the set of attributes that represents the object identifier, and \( Q' \) is the query part that is associated with the non-temporal aspects of \( Q \). \( Q \) returns the state-elements \( \{ \text{se}_1, ..., \text{se}_n \} \) of \( \alpha.P \) such that \( \forall 1 \leq i \leq n. \text{se}_i.v \cap \tau \neq \emptyset \land x \leq t_0 \). It is worth noting that some queries may require the use of the full set of state-elements of a variable. For example, the query “find the chronons in which the price of a share \( x \) increases within a day after an increase in patrol prices,” requires the use of the full set of state-elements of the share \( x \) and the patrol prices. It is also noteworthy that in order to enable an observation time specification, a participant can be extended to be a triplet \( \langle \alpha.P, v, t_0 \rangle \) where the latter component represents the observation time.

It is possible to define a preference criterion to provide a partial order among state-elements. A preference criterion that chooses the value(s) that is (are) valid in an interval \( \tau \) for which a variable \( \alpha.P \) has overlapping values can be based on several preference relations. For example, let \( \text{se}_i \) and \( \text{se}_j \) be two state-elements of a variable \( \alpha.P \) that are candidates for retrieval. \( \text{se}_j \) is preferred to \( \text{se}_i \) if \( \text{se}_j.x > \text{se}_i.x \). This preference criteria (denoted “last value semantics”) is the common one in temporal databases and we shall use it as a default criteria. Therefore, a variable for which no observation time is specified (i.e. there is no value specified for \( t_0 \) ) is assumed to require the state-element that has a higher \( x \) value for each chronon than of all the other candidate state-elements.

3 A transaction model for temporal databases

In this section we provide a transaction model for temporal databases. Section 3.1 provides the modifications of the basic concepts of transaction modelling. Based on these modifications we provide a temporal transaction model in Section 3.2.

3.1 Modification of basic concepts of transaction modelling

A transaction in a temporal database, just like a transaction in a conventional database, is a set of database operations that the database views as a single unit of work. However, all database operations in a temporal
database are associated with a temporal element that defines their temporal effect on the database (see the definition of a participant in Section 2). We limit our discussion to database operations only, although a transaction may consist of external routines,\(^3\) as we are mainly interested in the transaction’s effect on the database. In this section we provide the required modifications to transaction modelling in temporal databases.

**Atomicity and recovery** This section discusses atomicity and recovery. We present temporal independence as a new form of atomicity, and discuss various recovery mechanisms, including transactions aborts, cascading aborts, aggressive and conservative protocols and a redo mechanism.

A transaction in conventional database is *atomic*, i.e. its database operations can either occur in their entirety or not occur at all, and if they occur, nothing else apparently went on during the time of their occurrence [29]. There are many possible temporal extensions to the atomicity property. The two extremes result in two types of atomic behaviour of a transaction, as follows:

**Global atomicity:** The atomicity as perceived in conventional databases.

**Temporal independence:** The temporal database is conceptually viewed as a set of independent database snapshots, each of which relates to a different chronon. Hence, a transaction in a temporal database is viewed as a collection of transactions applied to different snapshots, and therefore a transaction can commit in one chronon and abort in another. The effect of temporal independence is materialized in a preprocessing phase, during which a transaction submitted by the user is partitioned into a set of transactions, each relates to a single schema version, that are executed according to a set of algorithms as proposed in [11].

The main discernment for introducing temporal independence is to provide the user with an adequate mechanism to support database operations in a temporal database with schema versioning. A temporal database accommodates *schema versioning* if it supports modifications to the database schema, as well as database operations that should be interpreted in the context of the appropriate schema version, which is not necessarily the current one [18]. The persistence of all schema versions guarantees correct interpretation of historical data, since each update operation \( o \) is considered with respect to the schema(\(a\) that is (are) correct in the valid time as given in the participants of \( o \). Therefore, by using global atomicity, if \( o \) cannot be performed with respect to any of the involved schemata, the transaction aborts. Consequently, redundant aborts may occur due to the user’s ignorance with respect to the metadata modifications. By using temporal independence, on the other hand, a transaction in a temporal database is treated as a syntactic substitution for representing several snapshot transactions, not bounded by global atomicity rules. Temporal independence, therefore, supports the maximal possible changes to snapshots, while maintaining the database consistency.

To ensure atomicity, the DBMS should use a recovery scheme. Since each state-element is stamped with a transaction time at commit time, the most natural policy to adopt is the *No-steal* policy, according to which no state-elements are written to the database at least until the commitment of the modifying transaction. Therefore, we can assume that all the state-elements that are generated by a transaction persist only at commit time, after a time stamp was chosen. Hence, whenever a transaction \( T \) aborts, all the state-elements that were generated by \( T \) are not added to the database (no-undo policy). It is possible, that due to various reasons (e.g. shortage of main memory) some of the state-elements are written to the database (using the *Steal* policy), to be replaced at a later time by adding the transaction time. In this case, these state-elements should be erased to ensure a correct recovery process. Since an append-only database simulates the *shadowing* strategy, by keeping all of its previous states, erasing these state-elements restores the previous database state, and ensures the database consistency.\(^4\)

\(^3\) For example, in DB2 a transaction is defined as “a set of interactions between an application and the database.” [5]

\(^4\) A less powerful argument, regarding media failures only, was presented in [20].
The problem of cascading rollbacks exists in temporal databases (and can be prevented by using a strict protocol), yet its scope can be narrowed by refining the conflicting operations notion. This refinement also serves to enable a better concurrency of transactions, as discussed in the sequel.

In temporal databases, the occurrence of a deadlock situation is less likely than in conventional databases since temporal databases store and use more information of each property and therefore there is a reduced probability of having two concurrent transactions trying to lock the same item (see section 3.1 for the locking mechanism in temporal databases). Based on results in conventional databases, the use of an aggressive protocol is preferable to the use of a conservative one in temporal databases.

The redo mechanism of a conventional database is not adequate for temporal databases. In conventional databases we can scan through the log and update each value of a committed transaction (e.g. [22]). In temporal databases, however, this simple mechanism might generate two similar sets of state-elements in case a system failure occurs while updating the database with the updates of a committed transaction. Such a duplication is likely to affect the database’s retrieval results in situations where the number of state-elements is used for view purposes (e.g. averaging the values of a variable at a given chronon). To overcome this problem, we suggest to register the transaction time on the log when a transaction is committed. In the recovery process, the information of a new state-element of a variable \( \alpha.P \) will be generated based on the information on the log only if there is no identical state-element in the database for \( \alpha.P \). Using this scheme, the state-elements will be recovered as a whole (including the original transaction time) rather than generating a similar set of state-elements.

**Temporal locks** A common mechanism to ensure serializability of transactions is the locking mechanism. In this section we discuss a refinement of the conventional locking mechanism, to enable a more flexible transaction management, using the unique properties of temporal databases.

**Definition 2. - A temporal read lock:** A transaction \( T \) in a temporal database holds a temporal read lock from time \( t_i \) until time \( t_u \) on a variable \( \alpha.P \) in \( \tau \) (denoted as \( \text{trlock}(\alpha.P, \tau) \)) iff no transaction can update \( \alpha.P \) in \( \tau \) in the time interval \([t_i, t_u]\).

**Definition 3. - A temporal write lock:** A transaction \( T \) in a temporal database holds a temporal write lock from time \( t_i \) until time \( t_u \) on a variable \( \alpha.P \) in \( \tau \) (denoted as \( \text{twlock}(\alpha.P, \tau) \)) iff \( T \) is the only transaction that can update \( \alpha.P \) in \( \tau \) in the time interval \([t_i, t_u]\).

It is worth noting that there are two different time dimensions in the above definitions. \( \tau \) is a temporal element that relates to the valid time of a state-element, while \([t_i, t_u]\) defines the time in the real world when other transactions are prohibited from reading/writing \( \alpha.P \) in \( \tau \). A transaction \( T \) can request a \( \text{trlock}(\alpha_k.p_k, \tau_q) \) or a \( \text{twlock}(\alpha_k.p_k, \tau_q) \). Both types of locks are released with an \( \text{unlock}(\alpha_k.p_k, \tau_q) \) request.

As in conventional databases, we assume that each time a \( \text{twlock} \) is applied to a variable \( \alpha.P \) in \( \tau \), a unique function associated with that lock produces a new state-element for \( \alpha.P \) in \( \tau \). That function depends on all the variables which were locked using \( \text{trlock} \) prior to the unlocking of \( \alpha.P \) in \( \tau \). Also, we assume that a \( \text{trlock} \) applied to a variable \( \alpha.P \) in \( \tau \) does not modify \( \alpha.P \) in \( \tau \). We do not assume, however, that a write lock of a variable implies that it is read.

As a final note, we draw attention to the fact that while in conventional databases a write lock of an element \( A \) prevents further read locks to \( A \) before the write lock is released, there are situations where a write lock does not prevent a read lock. These situations involve the usage of previous application states using an observation time. Since previous application states cannot be modified in an append-only database, any retrieval operation that involves an application state that precedes the starting of the transaction can be retrieved at any time during the transaction processing, without a need for a lock even if the variable is write-locked at that time [21].
**Conflicting operations** The common model in conventional databases defines conflicts among read and write operations of the same item, and uses locking as a mechanism to prevent a non-serializable schedule as a result of such conflicts. Read locks are considered to be *shared*, i.e. a read lock on an item $A$ prevents any other transaction from writing a new value to $A$, yet any number of transactions can hold a read lock on $A$. A write lock, however, is considered to be *exclusive* in the sense that while a transaction holds a write lock on an item $A$, no other transaction can read from or write to $A$. As discussed in this section, a refinement of the notion of a conflict is required when discussing temporal databases.

In temporal databases, conflicts may occur among two read or write operations only if they relate to the same variable $\alpha.P$ with an overlapping valid time $\tau$. As discussed in section 3.2, and following similar mechanisms in conventional databases, there can be no RR conflict in temporal databases, yet there exists a WR conflict. However, unlike conventional databases, a WW conflict cannot always be solved by identifying useless transactions\(^\ddagger\) in append-only temporal databases. For example, if a transaction uses an observation time to retrieve state-elements from the database, “useless transactions” in a conventional database become “useful transactions” as their values might serve in a future read operation.

Since transactions are time stamped on commit time $(x)$, their effect on further retrievals in the database depends on the order of the transactions’ commit commands. For example, if two transactions $T_1$ and $T_2$ attempt to write concurrently to a variable $\alpha.P$ values $val_1$ and $val_2$ with valid times $\tau_1$ and $\tau_2$, respectively, such that $\tau_1 \cap \tau_2 = \tau \neq \emptyset$, then both values persist, yet only one value is retrieved using the last value semantics. If $T_1$ commits before $T_2$, $val_2$ will be the retrieved value of $\alpha.P$ in $\tau$, and vice versa. It is also possible, under such circumstances, to generate a history that would not be serializable. For example, let $T_1$ and $T_2$ be two transactions, and consider the following history:

<table>
<thead>
<tr>
<th></th>
<th>$T_1$</th>
<th>$T_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>write $(\alpha.P, \tau_1)$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>read $(\alpha.P, \tau_1)$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>write $(\alpha.P, \tau_1)$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>commit</td>
<td></td>
</tr>
</tbody>
</table>

Since $T_2$ is committed before $T_1$, a serialized execution should be $T_2 \rightarrow T_1$, and therefore $T_2$ cannot use the value of $\alpha.P$ in $\tau$ as written by $T_1$. In Section 3.2 we shall show that due to such scenario, a 2PL protocol cannot guarantee serializability in a temporal database.

### 3.2 A temporal transaction model

Having defined the required refinements of conventional terminology to support the temporal dimension, this section presents a temporal transaction model using schedules and a temporal serializability test. We use the convention that a serializable schedule of executed operations ensures the consistency and isolation properties, and show that while a 2PL cannot guarantee serializability in bi-temporal databases, a strict 2PL guarantees serializability. We also provide a new protocol, the abort/commit/wait protocol to minimize the number of aborted transactions. In what follows, a transaction is either a transaction as submitted by a user (if using global atomicity) or a transaction as produced by a pre-processing step (if using temporal independence, as defined in Section 3.1).

A schedule $S = \langle a_1, ..., a_n \rangle$ for a set of transactions $T_1, ..., T_m$ is an ordered set of operations of $T_1, ..., T_m$ such that $a_i = T_j$: lock $(\alpha.P, \tau)$ or $a_i = T_j$: unlock $(\alpha.P, \tau)$. The following definition defines equivalence of schedules, using the available sets of state-elements.

**Definition 4. - Equivalence of schedules**: Two schedules $S_1$ and $S_2$ are equivalent if:

\(^\ddagger\) A useless transaction is a transaction which effect on the database is lost due to later values written to the database [25].
1. For each variable \( \alpha.P \), \( S_1 \) and \( S_2 \) produce similar sets of state-elements.

2. Each temporal read lock of a variable \( \alpha.P \) in \( \tau \) applied by a given transaction occurs in \( S_1 \) and \( S_2 \) at times when \( \alpha.P \) has similar sets of state-elements in \( \tau \).

A weaker definition of an equivalence of schedules utilizes the last value semantics as a comparison mechanism, rather than sets similarity. This weaker definition converges to the equivalence definition of schedulers in conventional databases.

As explained in Section 3.1, the granularity of locks in temporal databases involves a temporal element as well as a variable. Therefore, some modifications are required to a precedence graph in order to identify whether a given set of transactions is serializable or not.

**Definition 5. - A temporal serializability graph:** Let \( S = \langle a_1, \ldots, a_n \rangle \) be a schedule for a set of transactions \( T_1, \ldots, T_m \). A temporal serializability graph \( G(V, E) \) is a polygraph such that:

- \( V = \{ T_1, \ldots, T_m \} \)
- \( E \) is generated as follows:

1. **WR conflict:** an edge \( \langle \langle T', T'' \rangle, \tau \rangle \) is generated if:

   - **Write lock:** \( \exists a_i = T': \text{twlock} \langle \alpha.P, \tau' \rangle \wedge \)
   - **Read lock:** \( \exists a_j = T'': \text{trlock} \langle \alpha.P, \tau'' \rangle \wedge \)
   - **Write lock precedes Read lock:** \( i < j \wedge \)
   - **Valid time overlap:** \( \tau' \cap \tau'' = \tau \neq \emptyset \wedge \)
   - **No intermediate conflicting lock:** \( \forall i < k < j, (a_k \neq T' : \text{twlock} \langle \alpha.P, \tau^* \rangle \wedge \exists a_k = T' : \text{twlock} \langle \alpha.P, \tau^* \rangle \wedge \tau' \cap \tau'' = \emptyset) \)

2. **WW/RW conflict:** an edge pair \( \langle \langle T'', T''' \rangle, \tau \rangle, \langle \langle T^*, T' \rangle, \tau \rangle \rangle \) is generated if:

   - **Existing edge:** \( \exists \langle \langle T', T'' \rangle, \tau \rangle \in E \wedge \)
   - **Conflicting item:** \( \exists \alpha.P \mid (\exists a_i = T': \text{twlock} \langle \alpha.P, \tau \rangle \wedge \exists a_j = T'': \text{trlock} \langle \alpha.P, \tau'' \rangle \wedge i < j \wedge \tau' \cap \tau'' = \tau^* \wedge \tau^* \neq \emptyset \wedge \)
   - **Another write lock:** \( \exists a_k = T^* : \text{twlock} \langle \alpha.P, \tau* \rangle \wedge \tau'' \cap \tau* = \tau \neq \emptyset \).

According to Definition 5, an edge (or a pair of edges) of the temporal serializability graph connects two transactions only if the destination of the edge can only be performed after the source of the edge. This can occur in the following two situations:

1. A transaction \( T'' \) reads a value that was written by a transaction \( T' \) with an intersecting valid time. Therefore, in a serial schedule \( T' \) commits before \( T'' \).
2. A transaction \( T^* \) writes a value to a variable \( \alpha.P \) in a valid time that intersects with a valid time of \( \alpha.P \) that is part of a WR conflict between two transactions \( T' \) and \( T'' \). In this case, \( T^* \) can commit either before \( T' \) or after \( T'' \).
Definition 5 takes into account the temporal effect, and therefore there should be an overlapping of the locked temporal elements to generate a dependency. It is worth noting that since the retrieval of past application states (using observation times) are not involved in any conflict, they do not require a read lock and therefore do not affect the transactions’ priority. However, the order of writing state-elements of the same variable with an overlapping valid time generates a WW conflict. This conflict prevents an erroneous interpretation of version queries.

**Definition 6. - A temporal cycle:** Let $G(V, E)$ be a temporal serializability graph and let $G'$ be a graph that is derived from $G$ by choosing a single edge of each pair. A **temporal cycle** in $G'$ is a sequence $\langle\langle T^1, T^2, \tau^1 \rangle, \langle T^2, T^3, \tau^2 \rangle, ..., \langle T^n, T^1, \tau^n \rangle \rangle$ such that $\bigcap_{i=1}^{n} \tau^i \neq \emptyset$.

**Theorem 7.** - Let $T_1, T_2, ..., T_m$ be $m$ transactions with transaction times $x_1, x_2, ..., x_m$, respectively. A schedule $S$ for $T_1, T_2, ..., T_m$ is serializable iff there is a derivative of the temporal serializability graph $G'(V, E')$, built using $S$ such that:

1. For no two transactions $T_i$ and $T_j$ such that $x_i < x_j$, $(\langle T_j, T_i \rangle, \tau) \in E'$.

2. $G'(V, E')$ has no temporal cycles.

**Sketch of proof:**

Assume that $S$ is a serializable schedule, yet for any derivative of the temporal serializability graph $G'(V, E')$, built using $S$, there exist two transactions $T_i$ and $T_j$ such that $x_i < x_j$ and $(\langle T_j, T_i \rangle, \tau) \in E'$. Let $(\langle T_j, T_i \rangle, \tau)$ be an edge of a derivative of a temporal serializability graph:

1. $(\langle T_j, T_i \rangle, \tau)$ was generated due to a WR conflict. $\Rightarrow$ $T_i$ reads a value that was written by $T_j$.

   $\Rightarrow$ $T_j$ should commit before $T_i$ in any serial schedule equivalent to $S$.

   $\Rightarrow x_j < x_i$. contradiction to the assumption. (1)

2. $(\langle T_j, T_i \rangle, \tau)$ was generated due to a WW/RW conflict. $\Rightarrow$:

   (a) $T_j$ writes a value before $T_i$ and there is some transaction $T$ that reads the value written by $T_i$.

   $\Rightarrow$ $T_j$ should commit before $T_i$ in any serial schedule equivalent to $S$.

   $\Rightarrow x_j < x_i$. contradiction to the assumption. (2)

   (b) $T_j$ writes a value after $T_i$ reads a value written by some transaction $T$.

   $\Rightarrow T_j$ should commit before $T_i$ in any serial schedule equivalent to $S$.

   $\Rightarrow x_j < x_i$. contradiction to the assumption. (3)

(1),(2),(3)$\Rightarrow$no two transactions $T_i$ and $T_j$ exist, such that $x_i < x_j$, $(\langle T_j, T_i \rangle, \tau) \in E'$.

The proof of the second part is similar to the classic proof regarding cycles in a serializability graph (see [29] for an example).

$\Leftarrow$Assume conditions 1 and 2 hold, and assume (without loss of generality) that $x_1 < x_2 < ... < x_m$. Let $R = T_1 \rightarrow T_2 \rightarrow ... \rightarrow T_m$ be a serial scheduler. Using induction, we can show that $T_i$ reads similar sets of state-elements for each variable it locks, both in the given schedule $S$ and in the serial schedule $R$. The reason being that if transaction $T_i$ reads a value of an item $(\alpha, P, \tau)$, then in both schedules the same transactions $T_{j_1}, T_{j_2}, ..., T_{j_k}$ (where $j_k < i$) were the last to write $\alpha, P$ in some temporal element $\tau'$ such that $\tau' \cap \tau \neq \emptyset$, or $T_i$ is the first to read $(\alpha, P, \tau)$. Otherwise, a temporal cycle would be generated (contradicting

---

6 In this paper we present partial proofs. We present the part of the proof that is unique to temporal databases, and leave out the parts whose proof is similar to the proofs of classic theorems in transaction theory.
condition 2). Using the induction assumption we can show that the last transaction to write a variable \( \alpha.P \) in a chronon \( t \) is the same in schedules \( S \) and \( R \), and therefore similar sets of state-elements are generated for each variable. \( \Box \)

A temporal variation of 2PL, termed temporal 2PL requires that in any transaction, all (read and write) temporal locks precede all temporal unlocks. A strict temporal 2PL requires all temporal locks to be released after a transaction commits. As mentioned in [21], temporal 2PL cannot guarantee serializability. We use the following example to demonstrate this claim. Let \( T_1 \) and \( T_2 \) be two transactions and consider the following schedule \( S \):

<table>
<thead>
<tr>
<th>( T_1 )</th>
<th>( T_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) twlock ( \langle \alpha.P, \tau \rangle )</td>
<td></td>
</tr>
<tr>
<td>(2) unlock ( \langle \alpha.P, \tau \rangle )</td>
<td></td>
</tr>
<tr>
<td>(3) lrlock ( \langle \alpha.P, \tau \rangle )</td>
<td></td>
</tr>
<tr>
<td>(4) twlock ( \langle \alpha.P, \tau \rangle )</td>
<td></td>
</tr>
<tr>
<td>(5) unlock ( \langle \alpha.P, \tau \rangle )</td>
<td></td>
</tr>
</tbody>
</table>

Obviously, \( S \) obeys the temporal 2PL. Thus, for a serial schedule \( S' \) to be equivalent to \( S \), \( T_1 \) should precede \( T_2 \). However, if \( T_1 \) and \( T_2 \) commit on \( x_1 \) and \( x_2 \), respectively and \( x_1 > x_2 \), in order for a serial schedule \( S' \) to be equivalent to \( S \), \( T_2 \) should precede \( T_1 \). Therefore, \( S \) is not necessarily serializable. It should be noted that the equivalent schedule in a conventional database (where \( \langle \alpha.P, \tau \rangle \) is replaced by \( \alpha.P \)) is serializable, whether \( T_1 \) commits before \( T_2 \) or vice versa. Hence, the temporal 2PL is not sufficiently strict to enforce a specific order of commit commands. However, as the following theorem shows, a strict 2PL can enforce a specific order of commit commands and therefore can guarantee serializability.

**Theorem 8.** - Let \( T_1, T_2, \ldots, T_m \) be in transactions with transaction times \( x_1, x_2, \ldots, x_m \), respectively, and let \( S \) be a schedule for \( T_1, T_2, \ldots, T_m \). If \( S \) obeys strict temporal 2PL, then \( S \) is serializable.

**Sketch of proof:** Let \( S \) be a schedule that obeys strict temporal 2PL and assume that \( S \) is not serializable. Using Theorem 7, for any derivative of the temporal serializability graph \( G(V, E') \) built using \( S \), the following two scenarios are possible:

1. \( G(V, E') \) has a temporal cycle. A contradiction is reached in a similar fashion to classic proofs (see [29] for an example).
2. \( G(V, E') \) has no temporal cycles, yet there exist two transactions \( T' \) and \( T'' \) such that \( x' < x'' \) and \( \langle \langle T'', T' \rangle, \tau \rangle \in E' \).

   \[ \Rightarrow \text{due to the protocol strictness, } T'' \text{ should release all of its locks before } T' \text{ can acquire a lock for some participant } \langle \alpha.P, \tau \rangle, \text{ where } \tau' \cap \tau \neq \emptyset. \text{ Let } t \text{ be the time } T'' \text{ released all of its locks.} \]

   \[ \Rightarrow \text{due to the protocol strictness, } x'' < t. \quad (1) \]

Since \( T' \) is not completed by the time \( T'' \) released all of its locks (it should still acquire at least one more lock), \( t < x' \). \( (2) \)

\( (1), (2) \Rightarrow x' < x' \). contradiction.

\[ \Rightarrow \text{If } S \text{ obeys strict temporal 2PL, then } S \text{ is serializable.} \Box \]

While strict 2PL ensures serializability, it is not necessarily the best protocol as it reduces concurrent activities. Thus, we present a protocol (commit/abort/wait) in Table 1 to increase concurrency while avoiding redundant aborts.

Algorithm 1 provides the relevant activities of transactions during their life cycle. In addition to retrieving and updating the database, transactions lock and unlock variables and update the temporal serializability graph. A transaction that concluded its activities might be forced to wait before committing, due to other
The commit/abort/wait protocol:

On **start transaction** do:
1. generate a new node $T_i$ in the temporal serializability graph
2. execute operations, using temporal 2PL for locking and unlocking and
   update the temporal serializability graph according to its definition

On **end transaction** do:
1. release remaining locks obtained by $T_i$
2. if exists $(T, T_i) \in E$ then:
   3. wait
4. else:
   5. commit

On **commit** do:
1. remove $T_i$ and all edges $(T, T')$ s.t. $T = T_i$ or $T = T'$
2. end wait
3. commit transaction

On **abort** do:
1. release remaining locks obtained by $T_i$
2. remove $T_i$ and all edges $(T, T')$ s.t. $T = T_i$ or $T = T'$
3. end wait
4. abort transaction

On **end wait** do:
1. if exists $(T, T_i) \in E$ then:
   2. wait
4. else:
   5. commit

| Table 1. Annotated listing of Algorithm 1—commit/abort/wait protocol |

transactions that precede it in the temporal serializability graph and did not commit yet. It is worth noting that any transaction would either commit or abort eventually, since the temporal 2PL prevents temporal cycles (although it cannot ensure by itself the order of the committing transactions). Also, a transaction that reaches the **end transaction** phase would eventually commit, as nothing can prevent it from doing so (all activities were successful and there are no temporal cycles).

4 Implementing a temporal transaction model

Having shown the temporal transaction model, in this section we provide a scheme of a temporal transaction model, based on the relational data model. We define the notion of a *shadow relation* and utilize it in an algorithm for a strict conservative temporal 2PL.

Various methods were suggested to map a temporal data structure into a relational model, using normalization rules. A possible implementation can use universal relations as discussed in [24]. Another possible implementation uses the ENF (Extension Normal Form) [12], which is an extension of the TNF (Time Normal Form) [23], as follows. Each relation designates a set of *synchronous attributes*, which are attributes that have common state-element’s temporal information (i.e., $x$ and $v$) at any chronon. Therefore, each relation

---

7 The term **end transaction** bares similarity to the term *prepare-to-commit* in distributed database systems (e.g. [15]). We refrain from using this term to avoid confusion.
is augmented with an attribute that represents \( x \) and two attributes \((v_s \text{ and } v_e)\) for the boundaries of a \( v \) interval. We can assume that if \( R \) is a relation and \( X \subseteq R \) is the object identifier, then \( X \cup \{x, v_s, v_e\} \) serves as a key for \( R \).

Using ENF, the update of the temporal database is a tuple-based without redundancies. It is worth noting that the representation is restricted since the \( v \) can be an interval but not a temporal element. To eliminate this restriction, a separate relation for the \( v \) element should be created, identified by a unique state-element identifier and the interval values.

The use of a conventional locking mechanism for a temporal database based on a relational database is impossible. For example, let \( R \) be a relation in ENF (where the set \( \{a, x, v_s, v_e\} \) serves as a key):

\[
\begin{array}{cccc}
  a & b & x & v_s \quad v_e \\
  a_1 & b_1 & t_1 & t_2 & t_3 \\
  a_2 & b_2 & t_2 & t_2 & t_3 \\
  a_3 & b_3 & t_2 & t_2 & t_4 \\
\end{array}
\]

Let \( T_i \) be a transaction that requires the locking of the latest value(s) of a variable \( b \) of \( R \) in \([t_2, t_4]\). Based on a conventional locking mechanism, the first tuple is locked (being the only one with \( v_s = t_2 \) and \( v_e = t_4 \)), while the other two tuples can be accessed. However, using the temporal semantics and assuming that \( t_1 < t_2 < t_3 < t_4 \), the last two tuples serve to override the value of the first tuple. Therefore, the last two tuples should be locked, rather than the first one.² We suggest to overcome this problem by using the following data structure that maintains the existing locks in the temporal databases at any given time.

**Definition 9. - A shadow relation**: Let \( DBS = \{R_1, R_2, \ldots, R_m\} \) be a database schema in ENF, such that \( \forall 1 \leq i \leq m, X_i \cup \{x, v_s, v_e\} \) serves as a key for \( R_i \). A shadow relation of a relation \( R_i \) is the relation \( R'_i = \{X_i, v_s, v_e, \text{lock}\} \), where for each property \( P^j \in \{v_s, v_e\} \), \( \text{Dom}_{R_i}(P^j) = \text{Dom}_{R_i}(P^j) \cup \{\text{all}\} \).

Definition 9 provides the data structure for the transaction locking mechanism, and uses the notation \( \text{Dom}_{R_i}(P^j) \) and \( \text{Dom}_{R_i}(P^j) \) to represent the domain of \( P^j \) in relations \( R'_i \) and \( R_i \), respectively. A lock can be associated with either a specific valid time or the full valid time axis (identified by the \( \text{all} \) keyword). Each relation is “shadowed” to provide the information regarding locked items, where a shadow relation of a relation \( R \) consists of all the locked intervals of any instance of \( R \). \( X_i \cup \{v_s, v_e\} \) consists of sufficient information to identify an object and \( \text{lock} \) identifies a lock as either a “read” or a “write.” Each transaction should (read/write) lock a variable in a specified valid time before using it. To identify whether a variable \( \alpha.P^j \) can be locked in \( v' = \{v'_s, v'_e\} \) the following query \( LQ \) results in the current lock that is held on \( \langle \alpha.P^j, v = \{v'_s, v'_e\} \rangle \). \( LQ(\alpha.P^j, v') = \{v'_s, v'_e\} \):

\[
LQ(\alpha.P^j, v') = \{v'_s, v'_e\} = \pi_{\text{lock}}(\sigma_{X_i \cap \alpha.P^j \land (x = v_s \land x = v_e \land v_s \leq v'_s \land v_e \geq v'_e) \lor (v_s < v'_s \land v_e \geq v'_e) \lor (v_s \geq v'_s \land v_e < v'_e)}(R_i))
\]

Table 2 presents an annotated listing of Algorithm 2. The algorithm provides the locking/unlocking mechanism of a strict conservative temporal 2PL. According to the algorithm, a read lock can be assigned with \( \alpha.P^j \) at \( v = \{v'_s, v'_e\} \) (\( v \) can be \( \text{all}\)\( \text{all} \)) only if \( LQ(\alpha.P^j, v = \{v'_s, v'_e\}) \) is either empty or results in a “read” response. A write lock can be assigned with \( \alpha.P^j \) at \( v = \{v'_s, v'_e\} \) only if \( LQ(\alpha.P^j, v = \{v'_s, v'_e\}) \) is empty. The “Wait” statement puts the transaction on a waiting queue for a release of locks. Being a conservative protocol, it prevents deadlocks and can also prevent livelocks under certain conditions.

The size of a shadow relation depends on the number of concurrent running transactions. \( LQ \) runs in \( O(\log n) \) in the worst case (where \( n \) is the number of locks that currently exist), and therefore adds little overhead to the transaction’s performance.

² In [30], this problem is handled by using temporary relations, where an interval is replaced by a set of chronons. This solution is far more expensive than the one proposed in this paper.
A strict conservative temporal 2PL:

```
1   For each participant (α, P_i^j, v') and a lock l do:
2       case LQ(α, P_i^j, v') of
3           0:
4               insert (R_t, α, P_i^j, v', l)
5               {read} :
6                   If l = read then:
7                       insert (R_t, α, P_i^j, v', read)
8                   else:
9                       Wait
10              otherwise:
11              Wait
12         end /* Case */
13         end /* For */
14     Process
15     For each participant (α, P_i^j, v') and a lock l do:
16         delete (R_t, α, P_i^j, v', l)
17     end /* For */
```

Table 2. Annotated listing of Algorithm 2—strict conservative temporal 2PL

5 Conclusion

This paper provides a transaction model for temporal databases and presents a new protocol that increases concurrency and reduces redundant abort operations. We also provide a scheme for implementing a temporal transaction protocol on top of a relational database model. The contribution of the paper lies in identifying the unique properties of transaction management in temporal databases and the use of these properties to provide a refined locking mechanism to enhance the concurrency of such databases.

The implementation of the protocols, as provided in this paper, is currently underway at the University of Toronto. Further research would discuss extending the approach suggested in Section 4 by adding temporal support to conventional transaction models, rather than replacing conventional transaction models. Existing protocols should be compared and evaluated to identify the impact of a temporal extension on the performance of transaction management. This combination would enable the use of temporal oriented data along with conventional data within a single database. Such research should provide a robust mechanism to support temporal oriented data in existing databases. Another possible extension of this paper, that the temporal research area might benefit from, consists of using a multilevel transaction model [31] to model temporal transactions.
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