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Abstract

Previous studies in the domain of metacomprehension judgments have primarily used expository texts. When these texts include illustrations, even uninformative ones, people were found to judge that they understand their content better. The present study aimed to delineate the metacognitive processes involved in understanding problem solutions—a text type often perceived as allowing reliable judgments regarding understanding, and was not previously considered from a metacognitive perspective. Undergraduate students faced difficult problems. They then studied solution explanations with or without uninformative illustrations and provided judgments of comprehension (JCOMP). Learning was assessed by application to near-transfer problems in an open-book test format. As expected, JCOMPs were polarized—they tended to reflect good or poor understanding. Yet, JCOMPs were higher for the illustrated solutions and even high certainty did not ensure resistance to this effect. Moreover, success in the transfer problems was lower in the presence of illustrations, demonstrating a bias stronger than that found with expository texts. Previous studies have suggested that weak learners are especially prone to being misled by superficial cues. In the present study, matching the difficulty of the task to the ability of the target population revealed that even highly able participants were not immune to misleading cues. The study extends previous findings regarding potential detrimental effects of illustrations and highlights aspects of the metacomprehension process that have not been considered before.
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1. Introduction

Traditionally, research into metacognitive monitoring and control processes has taken place within the domain of memory (e.g., Koriat & Goldsmith, 1996). Accordingly, studies have used tasks requiring participants to memorize itemized stimuli, such as lists of paired associates. These studies have undoubtedly enhanced our understanding of the metacognitive processes involved in learning (e.g., Metcalfe & Finn, 2008; Nelson & Narens, 1990). While this paradigm has ecological validity for some tasks, such as learning definitions of concepts (Wahlheim, Finn, & Jacoby, 2012), it clearly does not encompass the entire scope of metacognitive processes. Indeed, studies involving text learning have exposed factors that affect metacognitive processes but are not relevant when memorizing itemized stimuli. For example, text coherence was found to enhance predictions of performance in tests (Rawson & Dunlosky, 2002), and writing delayed summaries was found to improve the relative accuracy of metacomprehension judgments (Anderson & Thiede, 2008).

Another factor of unique relevance to texts is the inclusion of concrete supplements such as graphical illustrations and specific examples (Clark & Paivio, 1991; Sadoski, Goetz, & Fritz, 1993). Research into the design of study materials has repeatedly found that well-constructed supplements, judiciously applied, improve learning outcomes, while other supplements do not benefit and may even hinder learning (Ainsworth, 2006; Carney & Levin, 2002; Mayer, 1999; Prangsma, Boxtel, Kanselaar, & Kirschner, 2009). As for the subjective experience, concrete supplements have been found to enhance the subjective comprehensibility of texts, in addition to their contribution to recall (Sadoski et al., 1993). To examine the effects of such supplements
on the subjective experience when they are dissociated from their actual contribution to
the acquired knowledge, previous studies have used uninformative supplements, which
did not contribute new information. For example, uninformative photos attached to
headlines of false news items increased the likelihood that people would “identify” the
items as known beforehand (Strange, Garry, Bernstein, & Lindsay, 2011). The only
study focusing on the effects of illustrations on metacomprehension judgments was
conducted by Serra and Dunlosky (2010). They used a text explaining how lightning
storms develop. In their Experiment 2, one group studied the text in its base, textual
only, version, the second group studied the same text accompanied by informative
diagrams, and a third group received the text accompanied by uninformative photos.
Immediately after learning each paragraph of the text, the participants rated the
likelihood (0-100%) that they would be able to answer questions based on the studied
information. It was found that while the informative diagrams enhanced both judgments
and performance at test relative to the base text, the uninformative photos led to
significantly higher judgments while performance rose only slightly. No differences
were found between the groups in the invested study time. Together, these studies
suggest that concreteness, like coherence, is a heuristic cue for metacognitive judgments
regarding one’s knowledge that might mislead the learner in cases of uninformative
supplements.

The existing literature in the context of metacomprehension has used expository
texts almost exclusively, while a few studies used narratives (see Lin & Zabrucky, 1998
for a review). In the present study, we used a task novel to metacognitive theorizing but
common in educational settings; namely, studying solution explanations for difficult
logic problems. Overall, problem solving tasks are rarely studied in the metacognitive literature, although there is an increasing interest in recent years (Ackerman & Zalmanov, 2012; Thompson, Prowse Turner, & Pennycook, 2011; Thompson et al., in press; Topolinski & Reber, 2010). Still, none of the existing studies have used solution explanations.

Texts presenting problem solutions are of major educational importance, because students are often challenged to solve a problem and are then presented with an explanation of the solution (Atkinson, Derry, Renkl, & Wortham, 2000). These texts are often accompanied by illustrations, that are sometimes uninformative and merely decorative (see Carney & Levin, 2002). Mayer (1999) provided a thorough review of encouraging evidence that multimedia learning can promote constructivist learning, enabling problem-solving transfer. However, the reviewed studies focused on beneficial supplements and the metacognitive aspects were not considered. It is therefore unknown how people monitor their knowledge and regulate their efforts in the case of uninformative illustrations incorporated in solution explanations.

As a first step in the metacognitive analysis of learning solution explanations, the aim of the present study was to examine whether feelings of understanding are also prone to superficial heuristic cues and the consequences of their bias. By comparing explanations with and without uninformative illustrations, we aimed to consider several features of the metacognitive processes that were concealed when considering expository texts.

First, expository texts include a collection of facts, with only weak implicational connections. Part of the text may therefore be understood, while others are not, or to a
lesser extent. This manifests itself in a normal distribution of the metacomprehension
ratings, that exhibit medium or medium-high judgments on average (e.g., Serra &
Dunlosky, 2010; Thiede, Wiley, & Griffin, 2011). In contrast, solution explanations
require the participant to develop an integrative, holistic grasp of a complex system of
relationships (Luo & Knoblich, 2007). The struggle to solve a problem is presumably
accompanied by a sense of cognitive tension that is resolved when the solution becomes
clear. A feeling of insight is often experienced at this point, marking the closure of an
integrative structure, in the terminology of Piaget (1985). The accompanying sense of
certainty can arise both when one finds the solution on one's own and when one has it
explained (Metcalfe & Wiebe, 1987; Trout, 2002). Subjective feelings regarding
understanding solutions are therefore expected to be polarized, reflecting either good or
poor understanding of the cohesive explanation.

Second, as explained above, most metacognitive studies have focused on
memorization and recall of details. The challenge of understanding explanations, in
contrast, directs learning to high-order understanding, which is the ultimate educational
purpose (Kintsch, 1998). Instead of testing participants’ knowledge of the studied
materials per se, we tested their understanding by using near-transfer problems. This
approach requires knowledge implementation of the types required in educational and

Third, scientists and laypeople alike use the sense of understanding that an
explanation produces as a cue to a good or correct explanation, and it hard for them to
doubt the reliability of this feeling (Trout, 2002). This is even indicated by the Oxford
Dictionary in its definition “insight: the capacity to gain an accurate and intuitive
understanding” (cf. Soanes & Hawker, 2005, p. 1264). Considering other metacognitive biases when studying from texts (e.g., Rawson & Dunlosky, 2002) raises the possibility that the strength of the sense of understanding does not ensure its reliability or its resistance to misleading cues. Such biases are not epiphenomena. Learners, who unjustifiably sense that understanding has taken place, are expected to be misguided in their learning regulation (de Regt, 2004; Metcalfe & Finn, 2008; Thiede, Anderson, & Therriault, 2003). As mentioned above, Serra and Dunlosky (2010) did not find effects of the uninformative illustrations on performance at test. Because we anticipated polarized judgments, and a biasing effect of the uninformative illustrations on them, we expected the illustrations to shift feelings of not understanding to unjustified feelings of understanding. We also hypothesized that the strength of this bias would be more pronounced than that found with expository texts and would harm the effectiveness of studying the solution explanation of a similar problem. Thus, we predicted lower success rates after studying from illustrated explanations than after studying from plain explanations.

In addition to the examination of the metacognitive aspects of learning problem solutions, we address a broader question, regarding individual differences. Both the initial and the transfer problems had to be challenging for the explanations to afford new insights for the participants to acquire and potentially make a difference in their chance for success (Merrill, 2002). The use of challenging tasks allowed us to consider the role of general ability in the susceptibility to misleading heuristic cues. Previous studies have suggested that relatively weak participants are more vulnerable to being swayed by superficial cues (Evans, Handley, Neilens, & Over, 2010; Novick & Sherman, 2008;
However, it is not clear whether it is a lower general cognitive ability that underlies this vulnerability or the extent of the challenge imposed by the task. A well-established idea regarding numerous judgments (Tversky & Kahneman, 1974) is that a subjective state of uncertainty increases the susceptibility of judgments to misleading heuristic cues. This suggests that uncertainty, rather than general ability, may underlie the vulnerability to the misleading cues. With this in mind, we examined whether the biasing force of the illustrations is associated with general ability (as indicated by SAT scores) or pose a hurdle for all when facing challenging tasks.

2. Overview of the experiments

In the two experiments reported below, participants attempted to solve challenging problems. Immediately after trying to solve each problem, they read an explanation of its solution. They then faced a near-transfer problem that dealt with the same topic (see Appendix). In a pretest, a sample of the same population solved the initial and the transfer problems without guidance. This way, we could verify that all the problems are indeed challenging, and use the pretest success rates in the transfer problem as a baseline for examining the benefit gained by learning the explanations for the first problems before solving them.

The explanations, which served as the target texts, appeared either in base (unillustrated) versions, or with concrete illustrations of objects mentioned in the text (see example in the Appendix). By presenting each participant with several problems and explanations, half in their base versions and the others illustrated, we focused on the
effects of illustrations on the metacognitive processes, and ruled out individual
differences besides those in the study’s focus.

Past metacognitive studies using two ratings, one aimed at memory for details and
another at comprehension, have found that participants differentiate between the two in
their metacognitive judgments (Ackerman & Goldsmith, 2011; Zaromb, Karpicke, &
Roediger, 2010). We therefore specifically collected a judgment of comprehension
(JCOMP; cf. Zaromb et al., 2010) on a 0-100% scale, immediately after participants had
a chance to study each solution explanation, and before they faced the transfer problem.

Further, previous studies have suggested that open-book testing encourages
higher-level processing during study, as compared to closed-book testing (see Heijne-
Penninga, Kuks, Hofman, & Cohen-Schotanus, 2011, for a review), and allows the
learning process to continue during test taking (Agarwal, Karpicke, Kang, Roediger Iii,
& McDermott, 2008). This focus presumably also directs metacognitive monitoring
towards assessing high-order understanding (Thiede et al., 2011). Accordingly, we
utilized the opportunity provided by using a transfer task, rather than recall of
information that can be directly found in the text, and employed an open-book test
format.

The following hypotheses guided the data analyses. First, building upon the above
mentioned previous findings, we hypothesized that the presence of uninformative
illustrations would heighten JCOMP ratings for solution explanations. However, as
mentioned above, JCOMPS were expected to deviate from the normal distribution and
tend to extremes. When people experience poor understanding (PU) there is room for
JCOMP to rise, but how can the presence of illustrations raise high JCOMPS that reflect
certainty and are already close to the ceiling? We expected that because of the tendency to extremes, illustrations would transfer PU states to good understanding (GU) states; that is, increase the GU frequency. Because we could not know how to relate continuous JCOMPs (e.g., 80%) to one’s subjective experience of PU or GU, to help the analyses we asked participants to also provide a PU or GU indication. We then looked into the effects of illustrations on JCOMP in cases of PU and GU separately, in addition to their overall effect.

Second, inflated JCOMPs were expected to lead participants to wrongly assess their level of knowledge as satisfactory (Nelson & Narens, 1990; see Winne, 2004 for a review). As mentioned above, Serra and Dunlosky (2010) did not find consequences of the inflated monitoring. In our case, we predicted a detrimental effect on performance, due to the anticipated transition from PU to GU. Thus, a finding of performance reduction when uninformative illustrations are incorporated in solution explanations would indicate that their misleading effect is even stronger in this case. The hypothesized opposite effects on JCOMP and success rates should increase the gap between them, yielding a larger bias\(^1\), which may misguide future regulatory decisions, such as whether restudying the materials is needed (Metcalf & Finn, 2008).

Finally, we collected participants’ SAT scores for analyzing the interplay between metacognitive monitoring and performance, while taking into account the predictive value of cognitive ability. SAT scores were used in addition to the overall level of

---

\(^1\) It should be noted that the mere gap between JCOMP and performance on the transfer problems (i.e., the extent of overconfidence) is not of interest in the present study, because the participants were not required to predict their performance. The important question is whether the gap is larger for the illustrated versions than for the base versions.
performance in the transfer problems, for examining both general and task-specific abilities.

3. **Experiment 1**

Experiment 1 examined the hypotheses detailed above by the array of measures collected: JCOMP ratings, GU or PU indications, success in the transfer problems, time devoted to each phase, and SAT scores.

3.1 Method

3.1.1 Participants

Forty-one undergraduate students in the social sciences from a university and a college in Israel participated in this experiment. Their reported Israeli SAT scores averaged 625.2 ($SD = 71.5$).²

3.1.2 Materials

Four logic problems were used. For each initial problem, there was a base version of the solution and an illustrated version with the same wording; the latter was accompanied by a drawing of objects mentioned in the text but provided no new information for solving the problem (see example in the Appendix). Each solution was followed by a near-transfer problem dealing with the same topic and designed to be easier after understanding the solution to the first problem at the pair. Pretesting ($N = 20$) verified that the initial and transfer problems were difficult for the target population (less than 20% correct) with no significant difference between them, $t < 1$. As mentioned above, this pretest also provided the base-line success rate for assessing learning from the explanations.

² Israeli SAT scores range from 200-800; the national mean is 540; 15% of test-takers nation-wide score above 650; 5% score above 700.
3.1.3 Procedure

The participants were invited in small groups and seated in a classroom. Each participant faced all four problems successively, with two explanations in their base versions and two in their illustrated versions, counterbalanced and randomly ordered for each participant. The experiment was conducted on paper, and the entire procedure was explained in advance.

The procedure consisted of three phases for each problem. First, participants were instructed to do their best to solve the initial problem on their own. Then they read the solution explanation. Immediately afterward, participants rated their JCOMP by responding to the question, “To what extent do you understand the solution?” Participants marked their judgment by drawing a vertical line on a 0-100% horizontal scale. They were also asked to indicate either GU or PU, and to indicate whether they had known the problem and its solution beforehand. Finally, the relevant transfer problem was on the following page. Participants worked at their own pace, moving from one problem to the next, and documented the starting time for each step and the final ending time in dedicated fields on the forms. The text for each phase of the procedure appeared on a separate sheet of paper, and the pages were prearranged in a pile for each participant, upside down. The participants picked up one sheet of paper at a time.

3.2 Results

Overall, 3% of the problems were reported to be known in advance, and answers for initial and transfer problems were indeed correct. These problems, one for each participant, were removed from the analyses.

3.2.1 Time Regulation
The time invested in studying the illustrated solutions (1.9 min.) was similar to the time invested in the base versions (2.3 min.), $t(40) = 1.53, p = .13, d = 0.24$. Participants took 3.6 minutes on average to solve each transfer problem, with no difference between the solution versions, $t < 1$.

3.2.2 Success Rate

A judge blind to the experimental manipulation graded the solutions for the transfer problems. The solutions were scored at either 100 (for a full and correct solution) or zero (for any incorrect solution).³ Fig. 1A shows the mean for each of the two solution versions. The aggregated success rates for the two transfer problems each participant faced after studying each version could be 0, 50, or 100, which required using a-parametric tests. Scores on the transfer problems were elevated relative to the pretest ($M = 12.1\%, SD = 13.5$), meaning that participants benefitted from working on the initial problems and learning the solution explanations in both versions (both $ps < .01$ by Wilcoxon signed-rank test). Despite the expected tendency, the success rate difference between the versions was not significant, Wilcoxon’s $Z = 1.36, p = .18$. Thus, the versions did not differ by either of the two objective measures of time and performance.

---

³ Using a three-tiered scoring system (correct, partially correct, and wrong) did not affect the pattern of results but inserted ambiguity into the scoring. To confirm the reliability of the grades, another judge regraded 20% of the problems. The grades of the two judges matched perfectly.
3.2.3 Judgment of Comprehension

As expected, the JCOMP distribution deviated significantly from the normal distribution (one-sample Kolmogorov-Smirnov $Z = 1.93$, $p = .001$ and $Z = 1.654$, $p < .01$ for the illustrated and base versions, respectively). The distribution was skewed to the right, with 6% of the JCOMP ratings below 10% and 78% above 90%, and the rest spread along the scale. As predicted, JCOMP ratings were higher for the illustrated than the base versions, Wilcoxon’s $Z = 2.63$, $p < .01$ by a Wilcoxon signed-rank test (see Fig.
1A). The distribution of the gap between JCOMP ratings and success rates did not deviate from normality for both versions. A larger gap was found for the illustrated than for the base versions, \( t(40) = 2.76, p < .01, d = 0.43. \)

The frequency of GU and PU can be seen in Fig. 1B and Fig. 1C. Overall, there was a tendency to report GU, but, in contrast to our prediction, the distribution did not differ between the versions, \( \chi^2(1) = 0.95, p = .33. \) Participants’ JCOMP ratings for GU solutions were near the ceiling for both versions (see Fig. 1B). Regarding the PU solutions, JCOMP ratings were higher for the illustrated than for the base versions (see Fig. 1C)\(^4\), suggesting that this set of problems underlie the significant difference in JCOMP. An interesting observation is that for the poorly understood illustrated solutions, the success rate was particularly low—close to zero—and this was not reflected in the JCOMP ratings. The poorly understood base solutions allowed the most judicious JCOMP ratings.

To test whether the effect of illustrations on the gap between JCOMP ratings and success rates was associated with the overall success rates of the participants, we examined the effects of Achievement (continuous; mean success rate in all the transfer problems) × Text Version (illustrated vs. base) on this gap using a General Linear Model (GLM or ANCOVA). The interaction between these factors was not significant (\( F < 1 \)), suggesting no change in the JCOMP-success rate gap in association with achievement level. The correlation between SAT scores and success rates was significant (\( r = .59, p < .0001 \)). A similar analysis based on SAT scores revealed highly similar results, with \( F < 1 \) for the interactive effect. These findings suggest that in contrast to previous findings

\(^4\) A within-participant t-test could not be performed for this data because most participants did not experience either GU or PU for both versions. Therefore the report of comparisons between the versions within either GU or PU is descriptive.
with other tasks, including uninformative illustrations in problem solutions affected JCOMP deviation from applicable knowledge across the entire sample, regardless of participants’ achievement level or cognitive ability.

3.3 Discussion

The findings of Experiment 1 make it clear that subjective feelings of understanding regarding problem solutions are not resistant to the misleading force of superficial heuristic cues, as some might have expected. The results suggest that the inclusion of uninformative concrete illustrations affects JCOMP and its bias from actual success rates, especially when understanding is poor.

However, our prediction of performance reduction was not supported by a significant difference, nor did the frequency of GU increase. Experiment 2 extended the investigation in an attempt to further examine these aspects and to delve into the question of the effects of students’ ability on their metacognitive processes.

4. Experiment 2

As explained above, previous studies have found weaker students to be more affected by superficial cues (Novick & Sherman, 2008; Thiede et al., 2010), but Experiment 1 did not replicate this finding, as participants along the entire range of ability were misled similarly by the inclusion of the illustrations. These seemingly conflicting findings can be reconciled by the uncertainty explanation: perhaps the stronger students were found to be less susceptible to superficial cues in previous studies because the tasks were relatively easy for them. According to this explanation, for people who experience high certainty in understanding all explanations, there is little room for the effects of the illustrations.
An alternative interpretation would assert that we did not sample the whole range of ability in Experiment 1, that indeed the entire sample of Experiment 1 should count as weak, and that for sufficiently strong students no or little bias would be caused by the illustrations. To examine this possibility, we drew the sample for Experiment 2 from selective engineering and science programs and matched the task to their abilities. Using the same pretesting procedure as for Experiment 1, we constructed a problem set designed to challenge these students according to the same difficulty criterion as for Experiment 1 (success rate < 20%). Eight problems passed this criterion, but the problems used in Experiment 1 were not among them. This preliminary finding supports our intention that the present population is stronger at solving this type of problem. As in Experiment 1, we used the success rates of the pretest participants as a baseline for examining learning effectiveness.

Recently, Ackerman and Lauterman (2012) found, with a similarly strong sample, that mild time pressure exposed monitoring biases that were otherwise concealed. Thus, we added time pressure manipulation (between participants) to examine the possibility that the stronger students would not be affected by the illustrations when given ample time, while time pressure would expose their vulnerability.

4.1 Method

4.1.1 Participants

Fifty-one undergraduate students, all majoring in engineering or science, were randomly assigned to ample ($N = 21$) and limited time ($N = 30$) conditions. Their reported SAT scores ($M = 686.5$, $SD = 36.3$) were significantly higher than in
Experiment 1, $t(90) = 5.34, p < .0001, d = 1.13$. It is worth mentioning that this sample is in the top 10% of the entire population.

4.1.2 Materials

Eight problem pairs, comprising an initial problem and a near-transfer problem, similar in type to those used in Experiment 1, were chosen by pretesting ($N = 32$) to challenge the target population (success rate < 20%).

4.1.3 Procedure

The procedure for each problem was the same as for Experiment 1. Each participant faced all eight problems, four in illustrated versions and four in base solution versions, counterbalanced and randomly ordered for each participant. For the time pressure group, the experimenter announced the time every ten minutes and reminded participants that they should finish all eight problem pairs within the allotted time.

4.2 Results

One problem was known in advance to one participant; this data was removed from the analysis. Four participants in the time pressure group managed fewer than seven problems. This result suggests that these participants did not comply with the time pressure instruction when solving each problem, and thus these participants were replaced. Overall, the participants solved 96% of the problems (7.7 problems) on average within the time frame. In contrast to our expectations, no effect was found for the time condition on any of the measures, except that participants in the ample time condition worked longer on each problem ($p < .0001$). Thus, this factor is not included in the results report.
A preliminary analysis revealed that for two of the eight problems, success at the transfer problem was improved, relative to the pretest, by studying the explanations. Although the overall pattern of results was not affected by their inclusion, these problems were removed from the analysis, as they did not reflect the intended learning process.

4.2.1 Time Regulation

Solution study time for the illustrated versions (1.38 min.) was not significantly shorter than for the base versions (1.52 min.), $t(50) = 1.42, p = .16, d = 0.20$. No difference was found in the time devoted to solving the transfer problems (3.7 min.) between the solution versions, $t < 1$. Thus, again, there was no effect of the solution version on time regulation.

4.2.2 Success Rate

As intended, success rates were low (see Fig. 2A). In the present experiment, the success rate for the illustrated versions was lower than for the base versions, $Z = 2.0, p < .05$. Combining the data from the two experiments supported our hypothesis of general performance reduction, $Z = 2.1, p < .05$. Interestingly, a comparison to the results of the pretest ($M = 9.7\%, SD = 14.3$) revealed a difference between the versions. Success rates after studying the illustrated solutions were equivalent to the success rates without studying them ($M = 16.0\%, SD = 23.7$), $Z = 0.85, p = .40$, while exposure to the base solutions improved the success rates ($M = 26.5\%, SD = 28.1$), $Z = 2.84, p < .01$. Thus, exposure to the illustrated solutions for the initial problems did not promote performance on the transfer problems, although the explanations had beneficial potential, as shown with the base versions.
4.2.3 Judgment of Comprehension

As in Experiment 1, the JCOMP distribution was again skewed to the right, $ps < .0001$, with 7% of the JCOMPs below 10%, 61% above 90%, and the rest spread along the scale. Again, JCOMP ratings were higher for the illustrated than for the base versions, $Z = 4.18$, $p < .0001$. This, on top of the lower performance for the illustrated versions, resulted in a larger gap between JCOMP ratings and success rates for the illustrated versions, $t(50) = 4.82$, $p < .0001$, $d = 0.67$. 

Fig. 2. Experiment 2: Mean judgment of comprehension (JCOMP) ratings for the illustrated and base solution versions and success rates on the transfer problems. (A) Results for all the problems; (B) Results for solutions for which the participants indicated good understanding; (C) Results for solutions for which the participants indicated poor understanding. The white numbers on the bars represent the number of problems (N) represented by the respective JCOMP and success rate bars. Error bars represent standard error of the mean.
Importantly, unlike in Experiment 1, division of the problems into GU and PU showed that GU was more frequent and PU less frequent for the illustrated than the base versions (see Fig. 2B and Fig. 2C), $\chi^2(1) = 37.88, p < .0001$. This finding supports our hypothesis regarding the second source of JCOMP increase with the illustrations. Although, in this case as well, the most judicious JCOMP was found in the case of poorly understood base solutions.

In examination of the effect of participants’ overall ability, a GLM as above again revealed no interactive effect with the solution version, $F < 1$. The correlation between SAT scores and success rates was again significant, although somewhat weaker than in Experiment 1 ($r = .34, p = .01$). With SAT scores as the continuous factor in the GLM, the interactive effect was also not significant, $F(1, 49) = 2.92, MSE = 714.92, p = .14, \eta_p^2 = .04$. Thus, even among the strongest students, the biasing effect of the illustrations was found across the entire sample.

4.3 Discussion

The results of Experiment 2 support all our hypotheses and allow to decisively reject the notion that strong students are less prone to the misleading effects of illustrations when learning problem solutions.

5. General Discussion

Whereas most previous metacomprehension studies have examined learning of expository texts, the present study involved understanding solution explanations for hard problems. By choosing a text type novel to the metacognitive literature, we aimed both to illuminate aspects of metacognitive processes not previously considered, and to determine whether known effects are generalizable. The high-level question that drove
the present study was whether the strong understanding experiences attendant the grappling with solution explanations are impervious to superficial heuristic cues. Our findings establish firmly that JCOMPs for solution explanations are not impervious to such misleading cues.

The distinction between GU and PU situations revealed that the higher JCOMPs for illustrated solutions stemmed from two sources: a) a continuous increase in JCOMP when people experience that they do not completely understand the explanations (both experiments), and b) a qualitative switch from PU to GU states that raises the JCOMP by increasing the frequency of top JCOMPs (Experiment 2). This upward bias was accompanied by lower performance, a finding not found in the only previous study with this manipulation (Serra & Dunlosky, 2010), and suggestive of a stronger misleading force of the illustrations in the present case.

Moreover, the effects of the illustrations were particularly salient among the most able students. Evidently, and in contrast to previous conclusions (Novick & Sherman, 2008; Thiede et al., 2010), individuals with very high cognitive ability are not immune to misleading heuristic cues. In addition, unlike the findings of Ackerman and Lauterman (2012), in this case, the pronounced metacognitive bias took place in the mostly able population even without the additional challenge of time pressure.

A larger JCOMP-success rate gap in the presence of illustrations is important when considering further decisions of the participants, such as whether to restudy an explanation or seek for help (Aleven & Koedinger, 2000; Metcalfe & Finn, 2008). This gap could have stemmed from the hard-easy effect—an underestimation of conditions that lead to low performance (e.g., Lichtenstein, Fischhoff, & Phillips, 1982; Suantak,
Bolger, & Ferrell, 1996). This explanation would hold if JCOMPs had been lower when performance was lower, but not adequately low. This was not the case. The result of lower performance with significantly higher JCOMPs highlights the metacognitive illusion generated by the illustrations and expected to misguide future decisions. Notably, the smallest JCOMP-success rate gap was found in PU of solutions without illustrations.

Turning to the regulation of study time, in neither experiment was the time devoted to studying or solving the transfer problems affected by the presence of concrete supplements. Two observations should be made about this finding. First, according to the discrepancy reduction models for the regulation of study time (Nelson & Narens, 1990), upward-biased JCOMPs should have shortened the time invested in studying the solutions (see illustration in Ackerman & Goldsmith, 2011). That this was not found could result from an imperfect measuring methodology, or from a bias too weak to significantly affect the regulation of time, that is known to depend on additional factors (see Son & Sethi, 2010).

The second observation derived from analyzing the time regulation is that the presence of illustrations seems to increase cognitive load (Chandler & Sweller, 1991). The outcome was that success rates were lower for the illustrated solution versions despite the similar amounts of time invested. These findings suggest that learners who faced these versions did not act accordingly to improve their knowledge during learning and even later on, during the open-book test phase (Agarwal et al., 2008). Interestingly, the manipulation of time pressure in Experiment 2—ample versus limited—did not increase performance differences. Future studies could focus more on the ways people
regulate their effort when they learn and apply solution explanations and other texts of similar complexity.

Overall, the findings support our contention that people are particularly prone to the misleading effects of illustrations when challenged by a task they experience as hard. However, two caveats are called for. First, for the sake of generality, future studies should examine directly the correlation between task difficulty and the susceptibility of JCOMPs to misleading cues. For example, in cases in which previous studied have found the stronger students to be more sensitive to reliable cues, a direct examination of the effects found with the weaker students should be examined with comparably hard tasks chosen to challenge the stronger students. Second, the results suggest that certainty does not ensure immunity to superficial heuristic cues. We found that the presence of illustrations increased the frequency of the combination of GU and top levels of JCOMP. The bias is therefore not limited to cases of subjective uncertainty (Tversky & Kahneman, 1974), as these cases were accompanied by certainty and the bias still occurred.

Our findings raise the broader question of how concrete supplements may harm performance in general. The study suggests that metacognitive processes play a mediating role: the supplements increase the concreteness of the text, which in turn leads to focusing on the surface level rather than on the deep structure of the subject matter (Smith, diSessa, & Roschelle, 1993). It is widely accepted that concrete representation is easier to understand and remember, because it can be more readily associated with prior knowledge (Kieras, 1978; Sadoski et al., 1993). In addition, graphical representation often does help to deal with understanding challenges by providing information that is
hard to express verbally (Chen & Daehler, 2000). For example, when trying to follow instructions for an assembling task, graphical illustration may convey information regarding spatial relationships among the components that is expressed less effectively by verbal descriptions (Morrell & Park, 1993; Stone & Glock, 1981). Indeed, as mentioned above, a positive correlation was found between concreteness and comprehensibility (Sadoski et al., 1993). If people overgeneralize from informative concrete supplements to cases of uninformative ones, they may be led astray and think that they understand the information better than they do without these supplements. This, in turn, may prevent them from investing the extra effort required in the presence of the supplements (Chandler & Sweller, 1991) and lead to lower performance, as found here. Future studies could examine the mediating role of metacognitive processes in the cases of lower achievement in the presence of other concrete supplements to texts (e.g., Mayer, Heiser, & Lonn, 2001). For example, the study offers a possible explanation for the performance reduction found with seductive details—concrete details that make the text more interesting without contributing to the understanding of the main ideas—in addition to previously considered explanations (Garner, Gillingham, & White, 1989; Harp & Mayer, 1997; Sanchez & Wiley, 2006).

In summary, the use of problem solutions as the target study materials, the focus on high order understanding, and the vulnerability of even the strongest students to misleading superficial heuristic cues are instructive in general, shed new light on metacognitive processes involved when facing daily tasks. The results reveal that illustrations can have detrimental effects on both learning and metacognitive estimations.
of learning, leading to the conclusion that the use of illustrations in problem-related study materials requires scrutiny.

The study may also provide directions for metacognitive instruction. For example, the IMPROVE methodology (Mevarech & Kramarski, 1997) includes questions that students use while learning (e.g., solving practice mathematical problems). The questions direct the students to make sure they understand the task and its association to the studied topic, to consider possible strategies for progress and the appropriateness of the answer they come up with. The effects of IMPROVE on problem solving achievements have been reported in a large number of studies, even among elementary school children (e.g., Mevarech, Terkieltaub, Vinberger, & Nevet, 2010). Another approach makes use of the advantages of computerized learning environments. For example, appropriate software can facilitate learning by presenting learning activities adapted to student’s knowledge and by practicing self-assessment with feedback regarding actual performance (see Winne & Nesbit, 2009; Wong & Looi, 2012). It is interesting to examine whether these methods attenuate metacognitive biases of the type found in the present study and whether general experience and directions are enough, or more focused awareness to particular biases is required for overcoming them (e.g., Koriat & Bjork, 2006).
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Appendix

The Appendix presents a problem example with its three components: the problem, the solution, and the near-transfer problem. The illustration was included in the illustrated solution version but not the base version.

The socks problem

A well organized and busy lady works most of the day in court. For her work she must wear only black and white clothes. Thus, she has a special drawer in which she keeps her black and white socks. She knows that there are 18 sock pairs, all identical, of which eight pairs are white and the rest are black. They are all stored in the same drawer, arranged in pairs and separated by colors.

Today, when she returned home, her young child, who had been alone at home for the last couple of hours, surprised her. He covered her eyes and told her that he had rearranged her sock drawer. He made a piece of art using her socks that are now all mixed in the drawer. The child asked his mother to take a corresponding pair of socks while her eyes were covered.

Question:

What is the minimum number of single socks that the exhausted mother can select from the drawer with her eyes covered to ensure she has a matching pair of socks in her hand? Explain your answer.
The solution

The mother stood embarrassed in front of her child and thought about the problem.

She recalled that she had 18 pairs of socks, which means 36 single socks.

She started by taking two single socks. If they were the same color, then she already had a matching pair, because all her socks were identical. Of course, she may have selected two differently colored socks. Thus, it is enough to select one more sock. Taking three socks would ensure that she has a matched pair of socks in her hand.

The transfer problem

Now, the child directed his exhausted mother to another drawer. In this drawer she kept her colored socks. He had “rearranged” this drawer as well. In this drawer there were 50 pairs of socks: 5 green, 10 yellow, 15 orange, and the rest blue.

Question:

What is the minimum number of single socks that the mother should select with her eyes closed, to ensure that she has a matching pair of socks in her hand? Explain your answer.